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ABSTRACT
We present a versatile, fast and simple framework to gener-
ate animations of scanned human characters from input multi-
view video sequences. Our method is purely mesh-based and
requires only a minimum of manual interaction. The pro-
posed algorithm implicitly generates realistic body deforma-
tions and can easily transfer motions between human subjects
of completely different shape and proportions. We feature a
working prototype system that demonstrates that our method
can generate convincing lifelike character animations from
marker-less optical motion capture data.

Index Terms— Image motion analysis, Computer graphics,
Animation.

1. INTRODUCTION

In recent years, photo-realistic computer-generated animations
of humans have become the most important visual effect in
motion pictures and computer games. To generate virtual peo-
ple, animators make use of a well-established but often inflex-
ible set of tools (see also Sect. 2) that makes a high amount of
manual interaction unavoidable.

First, the geometry of the human body is hand-crafted in a
modeling software or obtained from a laser scan of a real indi-
vidual [1]. In a second step, a kinematic skeleton model is im-
planted into the body by means of, at best, a semi-automatic
procedure [2]. In order to couple the skeleton with the surface
mesh, an appropriate representation of pose-dependent skin
deformation has to be found [3]. Finally, a description of body
motion in terms of joint parameters of the skeleton is required.
It can either be designed in a computer or learned from a real
person by means of motion capture [4, 5]. Although the in-
terplay of all these steps delivers animations of stunning nat-
uralness, the whole process is very labor-intensive and does
not easily allow for the interchange of animation descriptions
between different virtual persons.

In this paper, we present a versatile, fast and simple mesh-
based approach to animate human scans that completely inte-
grates into the animator’s traditional animation workflow. Our
system produces realistic pose-dependent body deformations
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implicitly by means of a harmonic field interpolation. Fur-
thermore, it solves the motion transfer problem, i.e. it enables
the animator to interchange motions between persons of even
widely different body proportions with no additional effort.

The paper proceeds with a review of related work in Sect. 2.
An overview of our approach is given in Sect. 3, and our shape
deformation method is described in Sect. 4. We demonstrate
that we can realistically animate human scans using marker-
less motion capture data in Sect. 5. Finally, results and con-
clusions are presented in Sect. 6.

2. RELATED WORK

The first step in human character animation is the acquisition
of a human body model comprising a surface mesh and an un-
derlying animation skeleton [6]. Thereafter, mesh and skele-
ton have to be connected such that the surface deforms realis-
tically with the body motion [3]. The virtual human is awak-
ened by specifying motion parameters for the joints in the
skeleton. The most authentic method to generate such motion
descriptors is through optical marker-based [4] or marker-free
motion capture [5]. Unfortunately, reusing motion capture
data for subjects of different body proportions is not trivial,
and requires computationally expensive motion editing [7]
and motion retargetting techniques [8].

By extending ideas on mesh deformation techniques we pro-
pose a versatile and simple framework to animate human scans.
In the mesh editing context, see [9, 10], differential coordi-
nates are used to deform a mesh while preserving its geomet-
ric detail. The potential of such methods for mesh editing [9]
and animation [11, 12] has already been stated in previous
publications. Most recently, a multi-grid technique for effi-
cient deformation of large meshes was presented [13] and a
framework for performing constrained mesh deformation us-
ing gradient domain techniques has been developed in [14].
Both methods are conceptually related to our system. How-
ever, none of the papers provides a complete integration of
the surface deformation approach with a marker-less motion
acquisition system. On the other hand, we see potential use
of these methods within our framework for enhancing the an-
imation quality and the speed of our system.

Our system is most closely related to the SCAPE method [15].
The SCAPE model learns pose and shape variation across in-
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Fig. 1. Illustration of the workflow of our system.

dividuals from a database of body scans by solving a nonlin-
ear optimization problem. Our approach addresses this prob-
lem by solving simple linear systems, hence delivering in-
stantaneous results. By relying on the semantic similarities
between characters it also provides an alternative solution to
the retargetting problem.

3. OVERVIEW

The workflow of our algorithm is shown in Fig. 1. The input
to our framework is a multi-view video sequence of the sub-
ject performing. By using a marker-less optical motion esti-
mation method, the subject’s motion data is captured. As mo-
tion description, our marker-free motion capture method out-
puts a sequence of template mesh poses, henceforth termed
template mesh. Thereafter, the user specifies a sparse set of
correspondences between triangles of the template mesh and
triangles of the mesh to be animated, henceforth termed the
target mesh. This is easily and intuitively done using our pro-
totype interface, Fig. 1. Using the correspondences, we trans-
fer the motion from the moving template mesh onto the target
mesh using a Laplacian mesh deformation technique, Sect. 4.
As a result, the human scan performs the same motion as its
real-world counterpart in the images, Sect. 5.

4. MESH DEFORMATION

The algorithmic core of our approach is a mesh deformation
method that transfers motion from the template mesh onto the
target mesh. We regard motion transfer as a pure deformation
interpolation problem. This way, we put aside all difficulties
relating to the dissimilarities between the template and the
target, e.g. anatomical disparity (body proportions), and take
advantage of their semantic similarities, e.g. the fact that both
mesh representations have knees and elbows.

For this purpose, the user is asked to specify a set of cor-
respondence triangles between the two meshes. In practice,
this means that the user marks a set of triangles on the tem-
plate and assigns to each of them a corresponding triangle on
the target. This can be interactively done using our prototype
interface tool. We resort to this interactive step since there
exists no viable automatic approach that can identify body
segments on meshes standing in general poses.

The motion of the template mesh from its reference pose (e.g.
Fig. 2a) into another pose (e.g. Fig. 2c) can be captured by the
deformation applied to a set of marked triangles. A correct in-
terpolation of this deformation applied over the corresponding
triangles of the target mesh would bring it from its own refer-
ence pose (e.g. Fig. 2b) into the template’s pose (e.g. Fig. 2d).
To this end, both reference poses are roughly aligned a priori.

After specifying per-triangle rotations for all marked trian-
gles using quaternions, we follow an idea proposed in [16]
and regard each component of a quaternion Q = [w q1 q2 q3]
as a scalar field defined over the entire mesh. Hence, given
the values of these components at the marked triangles, we
interpolate each scalar field independently. In order to guar-
antee a smooth interpolation we regard these scalar fields as
harmonic fields defined over the mesh. The interpolation can
then be performed efficiently by solving the Laplace equation
over the whole mesh with constraints at the correspondence
triangles: ∇2S = 0 , where S is a scalar field which alterna-
tively represents each of the quaternion components w, q1, q2

and q3.

Once the rotational components are computed, we average the
quaternion rotations of the vertices to obtain a quaternion ro-
tation for each triangle. This way we establish a geometric
transformation for each triangle of the target mesh M . How-
ever, this last step destroys its original connectivity and yields
a new fragmented mesh M

′. In order to recover the original
geometry of the mesh while satisfying the new rotations, we
have to solve the problem in a least square sense. The prob-
lem can be rephrased as finding a new tight mesh having the
same topology as the original target mesh, such that its dif-
ferential coordinates encode the same geometric detail as the
ones of the fragmented mesh M

′. This can be achieved by
satisfying the following equation in terms of the coordinates
x of M and u of M ′:

∇
2

M
x = ∇

2

M ′u . (1)

In order to carry out this discretization correctly the topo-
logical difference between both meshes should be addressed.
Technically, the differential coordinates of the fragmented mesh
are computed by deriving the Laplacian operator for the frag-
mented mesh and then applying it to its coordinates. This, in
fact, yields a vector of size 3 × nT , where nT is the number
of triangles. We sum the components of this vector accord-
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Fig. 2. A template model (a) and a high-resolution body scan
(b) in their respective reference poses. The template in a pose
obtained via motion capture (c) and its pose transferred to the
human scan (d).

ing to the connectivity of the original mesh M . This yields a
new vector Ureduced of size nV , where nV is the number of
vertices in M , and the discrete form of Eq. 1 reads as simple
as

LX = Ureduced , (2)

where the matrix L is the discrete Laplace operator. During
the processing of an animation sequence, the differential oper-
ator matrix does not change. Furthermore, since it is symmet-
ric positive definite we can perform a sparse Cholesky decom-
position as preprocessing step and perform only back substi-
tution for each frame. This enables us to compute novel poses
of the target mesh at interactive rates for meshes of the order
of 30 to 50 thousand triangles.

5. MARKER-LESS ANIMATION

Marker-less tracking methods estimate motion parameters from
image features in the raw video footage showing a moving
person. Using such motion capture technique as front-end to
our algorithm, we are able to create two intriguing applica-
tions: video-driven animation and 3D video.

5.1. Video-driven Animation

For non-intrusively estimating motion parameters, we make
use of the passive optical motion capture approach proposed
in [17]. To this end, we record a moving person with eight
static video cameras that are roughly placed in a circle around
the center of the scene. From the frame-synchronized video
streams, the shape and the motion parameters of the human
are estimated. To achieve this purpose, a template model,
(see Fig. 2a), comprising of a kinematic skeleton and sixteen
separate closed surface segments is fitted to each time step
of video by means of silhouette-matching. The output of the
method conveniently represents the captured motion as a se-
quence in which the template model subsequently strikes the
estimated body poses.

Fig. 3. Video-driven animation: Motion parameters are ex-
tracted from raw video footage of human performances (top
row). By this means, body poses of a video-taped individual
can easily be mapped to body scans of other human subjects
(bottom row).

This output format can be directly used as input to our pipeline.
The animator specifies triangle correspondences between the
template and the scanned mesh that shall be animated. Fi-
nally, our algorithm makes the human scan mimic the motion
that we have captured in video. Realistic surface deforma-
tions of the output mesh are implicitly generated. In order to
demonstrate the performance of video-driven animation, we
animate our female (264K triangle) and male (294K triangle)
Cyberware scans with two very different captured motion se-
quences. The first sequence contains 156 frames and shows
a female subject performing a capoeira move. The second
sequence is 330 frames long and shows a dancing male sub-
ject. Fig. 3 shows a comparison between actual input video
frames and human scans striking similar poses. It illustrates
that body poses recorded on video can be faithfully transfered
to 3D models of arbitrary human subjects. Differences in
body shape and skeletal proportions can be completely ne-
glected.

5.2. 3D Video

By means of video-driven animation, Sect. 5.1, we can also
generate 3D videos of moving characters. In the traditional
model-based approach to 3D video a simplified body model
is used to carry out a passive optical motion estimation from
multiple video streams [17]. During rendering, the same sim-
plified shape template is displayed in the sequence of captured
body poses and textured from the input videos. Although
these methods deliver realistic free-viewpoint renditions of
virtual actors, we expect that a more accurate underlying ge-
ometry increases realism even further.



Fig. 4. Our approach enables the creation of 3D videos with
high-quality geometry models.

To demonstrate the feasibility of this approach in practice, we
have acquired full-body surface scans of several individuals in
our studio. To this end, we merged several partial body scans
performed with our MINOLTA VI-910 which is best suited
for scanning small objects. Thus the quality of our scans is
far below the quality of scans acquired using full-body scan-
ners. For each scanned individual, we also recorded several
motion sequences with multiple synchronized video cameras.
We use the method from Sect. 5.1 to animate the scans from
the captured motion data. During 3D video display, the an-
imated scan is projectively textured with the captured video
frames.

Fig. 4 shows two free-viewpoint renditions of a dynamically
textured animated scan in comparison to input images of the
test subject. The free-viewpoint renditions reflect the true ap-
pearance of the actor. Since we are given a better surface
geometry, texture blending artefacts are hardly observed. Re-
maining artefacts in the rendering can be clearly attributed to
the non-optimal scanning apparatus we used.

6. RESULTS AND CONCLUSION

To demonstrate the potential of our method we conducted sev-
eral experiments. Due to their high resolution, we used the
Cyberware models in most of our experiments. Marker-less
motion acquisition enables us to perform video-driven ani-
mation. Both of our models in Fig. 3 authentically mimic the
human performances captured on video. This also allows for
producing 3D video, Fig. 4. The substantiated results and the
accompanying video (that can be downloaded from [18]) con-
firm that our method is capable of animating human scans at
a low interaction cost.

As for any novel technique our method still has some limita-
tions. For extreme deformation we note that there is generally
some loss in volume due to the nature of our interpolation. We
expect that using the volumetric approach proposed in [19]
would reduce such artefacts. Another limitation is that our
system can not enforce hard constraints. Our method satisfies
the deformation constraints in a least-square sense. Although
it is not possible to explicitly enforce hard constraints, they
can be implicitly enforced by increasing the number of corre-
spondences associated with a marker.

We nonetheless devised a powerful framework for animating
human scans. The proposed method is easy and intuitive to
use. By means of the same efficient methodology our ap-
proach simultaneously solves the animation, the surface de-
formation and the motion retargetting problem. Since our
method relies only on setting up and solving linear systems,
the implementation and the reproduction of our results are
straightforward. As a direction for future work, we would
like to combine our technique with an approach to learn per-
time-step surface deformations from input video footage.
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