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Overview Today

• ConvNet & Visualizations (left over from last lecture) 

• Feature Generalization 
‣ “pre-training” on large dataset,  

“fine-tuning” on target dataset 

• Object Detection 
‣ from image classification to object detection  

• R-CNN - Regions with CNN features  
‣ Region-based Convolutional Networks for Accurate Object Detection and Semantic 

Segmentation, R. Girshick, J. Donahue, T. Darrell, J. Malik 
(CVPR’14, accepted in May’15 for PAMI) 

‣ Region Proposal Method: Selective Search for Object Recognition,  
J.R.R. Uijlings, K.E.A. van de Sande, T. Gevers, A. W. M. Smeulders 
In IJCV’13. 

2



Large Convnets  
 for  

Image Classification



Large Convnets for Image Classification

• Operations in each layer

• Architecture

• Training

• Results



Components of Each Layer

Pixels / 

Features

Filter with  
Dictionary 
(convolutional  
or tiled)

Spatial/Feature  
(Sum or Max) 

Normalization  
between  

feature responses Output Features

  + Non-linearity 

[Optional]



Compare: SIFT Descriptor

Image  
Pixels Apply 

Gabor filters

Spatial pool  
(Sum) 

Normalize to unit 
length

Feature  
Vector



Non-Linearity

• Non-linearity
– Per-feature independent
– Tanh
– Sigmoid: 1/(1+exp(-x))
– Rectified linear

• Simplifies backprop
• Makes learning faster
• Avoids saturation issues  

à Preferred option



Pooling

• Spatial Pooling
– Non-overlapping / overlapping regions
– Sum or max
– Boureau et al. ICML’10 for theoretical analysis

Max

Sum



Architecture

Importance of Depth



Architecture of Krizhevsky et al. 

• 8 layers total

• Trained on Imagenet 
dataset [Deng et al. CVPR’09]

• 18.2% top-5 error 

• Our reimplementation:
18.1% top-5 error

Input Image

Layer 1: Conv + Pool

Layer 6: Full

Layer 3: Conv

Softmax Output

Layer 2: Conv + Pool

Layer 4: Conv

Layer 5: Conv + Pool

Layer 7: Full



• Remove top fully 
connected layer 

– Layer 7

• Drop 16 million parameters

• Only 1.1% drop in 
performance!

Input Image

Layer 1: Conv + Pool

Layer 6: Full

Layer 3: Conv

Softmax Output

Layer 2: Conv + Pool

Layer 4: Conv

Layer 5: Conv + Pool

Architecture of Krizhevsky et al. 



• Remove both fully connected 
layers 

– Layer 6 & 7

• Drop ~50 million parameters

• 5.7% drop in performance

Input Image

Layer 1: Conv + Pool

Layer 3: Conv

Softmax Output

Layer 2: Conv + Pool

Layer 4: Conv

Layer 5: Conv + Pool

Architecture of Krizhevsky et al. 



Architecture of Krizhevsky et al. 

• Now try removing upper feature 
extractor layers:

– Layers 3 & 4

• Drop ~1 million parameters

• 3.0% drop in performance

Input Image

Layer 1: Conv + Pool

Layer 6: Full

Softmax Output

Layer 2: Conv + Pool

Layer 5: Conv + Pool

Layer 7: Full



Architecture of Krizhevsky et al. 

• Now try removing upper feature 
extractor layers & fully connected:
– Layers 3, 4, 6 ,7

• Now only 4 layers

• 33.5% drop in performance

àDepth of network is key

Input Image

Layer 1: Conv + Pool

Softmax Output

Layer 2: Conv + Pool

Layer 5: Conv + Pool



Tapping off Features at each Layer

Plug features from each layer into linear SVM or soft-max
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Scale Invariance
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Visualizing  
ConvNets



Visualizing Convnets

• Raw coefficients of learned filters in higher 
layers difficult to interpret

• Several approaches look to optimize input 
to maximize activity in a high-level feature
– Erhan et al.  [Tech Report 2009]
– Le et al. [NIPS 2010]
– Depend on initialization
– Model invariance with Hessian about 

(locally) optimal stimulus



Visualization using Deconvolutional Networks

• Provide way to map activations at 
high layers back to the input

• Same operations as Convnet, but 
in reverse:
– Unpool feature maps
– Convolve unpooled maps

• Filters copied from Convnet

• Used here purely as a probe
– Originally proposed as unsupervised 

learning method
– No inference, no learning Input Image

Convolution (learned)

Unpooling

Feature maps

Non-linearity

[Zeiler et al. CVPR’10, ICCV’11, arXiv’13]



Deconvnet Projection from Higher Layers

Input ImageVisualization

Layer 1: Feature maps

Layer 2: Feature maps

Feature 
Map ....

Filters

Layer 1 Reconstruction

Layer 2 Reconstruction

0 0....

Filters

Convnet
De

co
nv

ne
t

[Zeiler and Fergus. arXiv’13]



Unpooling Operation



Layer 1 Filters



Visualizations of Higher Layers

• Use ImageNet 2012 validation set
• Push each image through network

Input	 
Image

Feature 
Map

Lower	Layers

....

Filters

Validation Images

• Take max activation from 
feature map associated with 
each filter 

• Use Deconvnet to project 
back to pixel space 

• Use pooling “switches” 
peculiar to that activation

[Zeiler and Fergus. arXiv’13]



Layer 1: Top-9 Patches



Layer 2: Top-9

• NOT SAMPLES FROM MODEL 
• Just parts of input image that give strong activation of this feature map 
• Non-parametric view on invariances learned by model



Layer 2: Top-9 Patches

• Patches from validation images that give maximal activation of a given feature map 



Layer 3: Top-1



Layer 3: Top-9



Layer 3: Top-9 Patches



Layer 4: Top-1



Layer 4: Top-9



Layer 4: Top-9 Patches



Layer 5: Top-1



Layer 5: Top-9



Layer 5: Top-9 Patches



ImageNet Classification 2013 Results

• http://www.image-net.org/challenges/LSVRC/2013/results.php
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0.1

0.1175

0.135

0.1525

0.17

Clarifai	(extra	data) NUS Andrew	Howard UvA-Euvision Adobe CogniLveVision

• Pre-2012: 26.2% error à  2012: 16.5% error à 2013: 11.2% error



Sample Classification Results
[Krizhevsky et al. NIPS’12]
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Feature Generalization and Pretraining: Overview

• Typically we are lacking data 
• But there are large datasets for some tasks 
• Idea:  

‣ Can we use learnt features from other trasks? 

‣ How can we transfer learnt features from other tasks? 

‣ Can we still do end-to-end learning?
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Feature Generalization and Pretraining: Overview

41
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Proxy-Task 
(lots of data)

random 
initialization

local  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proxy task

local  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target task

pre-training fine-tuning

Target Task  
(little data)



Feature  
Generalization

slides from: Rob Fergus, NIPS’13 tutorial



Training Features on Other Datasets

• Train model on ImageNet 2012 training set

• Re-train classifier on new dataset
– Just the softmax layer

• Classify test set of new dataset



6 training examples

Caltech 256
Zeiler & Fergus, Visualizing and Understanding Convolutional Networks, arXiv 1311.2901, 2013



Caltech 256

[3] L. Bo, X. Ren, and D. Fox. Multipath sparse coding using hierarchical matching 
pursuit. In CVPR, 2013.
[16] K. Sohn, D. Jung, H. Lee, and A. Hero III. Efficient learning of sparse, 
distributed, convolutional feature representations for object recognition. In ICCV, 
2011.

Zeiler & Fergus, Visualizing and Understanding Convolutional Networks, arXiv 1311.2901, 2013



Object Detection

slides from: Rob Fergus, NIPS’13 tutorial



Detection with ConvNets

• So far, all about 
classification

• What about 
localizing objects 
within the scene?



Sliding Window with ConvNet
Conv Conv Conv Conv Conv Full Full



Sliding Window with ConvNet

Input Window

224

224

6
6

256
C  

classes

Conv Conv Conv Conv Conv Full Full

Feature Extractor Classifier



Sliding Window with ConvNet

Input Window

224 6
256

Conv Conv Conv Conv Conv Full Full

Feature Extractor16
7

240

1

No need to compute two separate windows  
Just one big input window, computed in a single pass

C  
classes



ConvNets for Detection

Feature  
Extractor

256

256

256

256

Feature  
Maps

C=1000

Class  
Maps

C=1000

C=1000

Classifier

C=1000



ConvNets for Detection

Feature  
Extractor

256

256

256

256

Feature  
Maps

Class  
Maps

Classifier

Boat

Boat

Boat

Boat



ConvNets for Detection

Feature  
Extractor

256

256

256

256

Feature  
Maps

Class  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ConvNets for Detection

Feature  
Extractor

256

256

256

256

Feature  
Maps

256

Regression  
Network

Predicted  
Bounding  

Box

Ground  
Truth

Output:  
[X,Y,W,H]



Bounding Box prediction example
[Sermanet et al. CVPR’14]



Detection Results
[Sermanet et al. CVPR’14]



Detection Results
[Sermanet et al. CVPR’14]



slides from: Ross Girschick - CVPR’14 talk
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Region Proposal Step

75



76



77



78



79



High Level Computer Vision - May 31, 2o17

Method

• compute similarity measure between all adjacent region pairs  
a and b (e.g.) as: 

‣ with 
 
 
 
encourages small regions to merge early 

‣ and  
 
 
 
 
               are color histograms, encouraging “similar” regions to merge 

‣ for slightly more elaborated similarities see their IJCV-paper
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An Evaluation of Region Proposal Methods 

• Hosang, Benenson, Dollar, Schiele @ Pami’15 
• Recall (of ground truth bounding boxes) as a function of 

‣ proposal method 

‣ IoU (intersection over union) 

‣ number of proposals per image
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