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Exercise 1 ( 8 points) Show a sub-quadratic reduction from Convolution 3SUM to 3SUM. More precisely, show that if 3SUM can be solved in time $O\left(n^{2-\epsilon}\right)$ for some $\epsilon>0$, then Convolution 3SUM can be solved in time $O\left(n^{2-\delta}\right)$ for some $\delta>0$.

Exercise 2 (10 points) The problem 3SUM can be generalized to $k$-SUM as below.
$k$-SUM problem: Given $k$ sets $A_{1}, A_{2}, \ldots, A_{k}$ of $n$ integers, are there $a_{1} \in A_{1}, a_{2} \in A_{2}, \ldots, a_{k} \in$ $A_{k}$ such that $a_{1}+a_{2}+\ldots+a_{k}=0$ ?
Demonstrate a $O\left(n^{\left\lceil\frac{k}{2}\right\rceil} \cdot \operatorname{poly}(\log n)\right)$ algorithm for $k$-SUM for constant $k$.

Exercise 3 (11 points) $\mathbf{X}+\mathbf{Y}$ problem is the following problem.
$\mathbf{X}+\mathbf{Y}$ problem: Given two sets $X$ and $Y$ of $n$ integers, does the multi-set $X+Y \triangleq\{a+b \mid$ $a \in X, b \in Y\}$ contain $n^{2}$ unique integers or are there duplicates?

Show that $\mathbf{X}+\mathbf{Y}$ problem is $\mathbf{3 S U M}$-hard under sub-quadratic reductions. More precisely, show that if the $\mathbf{X}+\mathbf{Y}$ problem can be solved in time $O\left(n^{2-\epsilon}\right)$ for some $\epsilon>0$, then 3SUM can be solved in time $O\left(n^{2-\delta}\right)$ for some $\delta>0$.

## Exercise 4 (11 points)

Exponential Time Hypothesis (ETH) is the conjecture that states that 3SAT has no $2^{o(n)}$ time algorithm.

Prove: ETH implies that $k$-SUM cannot be solves in $n^{o(k)}$ time (using the Sparsification Lemma).

