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What does it says ? If probability of each

bad event related to its neighborhood, that

danger A-he neighborhood lower the Probability . ,

then it is possible to avoid all badevents

-

In particular for peak n IMIT fl- XCBII

BE N CA ) or HA

we have a constructive algorithm to satisfy all events with

rum nicotine f ( HEH , )



Alg is simple

We have to prove the algorithm terminates ,

more e specifically we have to show each A will

be sampled atom off HAI
I - K IAI

Proof Strategy : Big ideas

1- Construct an ere out ion LOG for the alg

2-
.

?no tract a tree t from LOG to keep track

Of each refer

mplingc
witness tree . Show that

P ( x appears in Lo G ) is proportional to # Prca )

A Et

3- Construct a Sto attic . process Ptogenerate
wetness

trees at random and show Ct appears in
B)

NIA ) BES LA )

4- from 2 and 3 8 EC # A) BEPr Ct . appears ) I

Egypt? %aa.7.Imn.PK appears in PD I
Itasca

,



Then we have the distributed version

Of the algorithm
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And corresponding distributed theorem :

what 's difference here ? ! we have

( I - E ) in probability evaluation ,
it is not just

about neighborhood.

How ( I - E ) Plays a role : It helps

as
to bound

the # time 8M$ happens
.
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• Probability it goes to

depth k roup by speaking Es fl- E)
k

So

for K G O ( leg n ) . this won't happen w.L.ph - EMI is



We prove the previous claim , by Showing

that if distributed Alg .

goes
to that

depths then there is a witness

treeof at least a vertice . But then with

previous achievements we know portability

of this happen f The- OP D. Sa-of
ret eabdel Air

( talk why the running time is
n) )

-

From Now on we proceed as ft lows g

D Define witness tree properly

2) Prone PG in Lo G) I Ife RWD

3) Define the Sto caste process to generate

a random witness tree .

4) from 2 and 3 Conclude each A EH appears

nom times in the Lo G
. in enpectatisn -

I - KLA )

5) prove in distributed version after Kth call the depth

of tree is k - a



witness tree T at time t .
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④ I ② I it :

⑧ '

⇒his⑨ - astart with LO GET ]
( paper calls it Clt ) ) make it

root . and construct III , .in each step after that Construct Itfrom tie by addingCci ) to far most WE ftp.t.ar.wotherecc : ) E Ten . If there is no such is  ignore if

Proper witness tree : T is proper if fo * vet ,
u , we children

label ( u ) I label C V )

t is proper because for v Et , children of v are independent

( ask why)

t check passes w.pe/TPqvgg ,
t appears with

Uf T

Probability f P ( t check page g because whenever I appears

t check passes it it runs on a enact probability distribution



How to relate two probability distribution , needs some

more arguments , we leave it as an ever cite .

creating a witness tree with root A .

.

A as root , ⑤

let v be the least verte /TO
start with

Byadded to t.in step i
.

②

in step it 9 ad

Huerter
Of

v
' E Tt ( v ) ( Ttv ) s Hosed Neighborhood of 'D

with probability nccu ] ) or skip it with Prob : I - nor'D

Define n' CB ) s MBB!
- " " )

By the above lemmacu.me works and prerdamna we

Conclude

Thurn . 2 :



To analyze Parallel algorithm , first we simulate if

by sequential means : order vertices appearing in j th call

arbitrarily as SI: .
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Lathisisa
contradiction

withConstruction of

T : we add u to the farm ost

vertex of the ,
from root

Homework : using above , Prove the recursion

depth is at most Ign w .

he
. P .

Using Luby 's independent Set algorithm ,
total

# rounds will be legit


