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Def - Consensus
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The Phase King Alg

• Binary Consensus
• Leader per phase
• f+1 phases
• Each phase is 

composed of 
3 broadcasts

The idea: once we have 
a correct leader a value
will be set and will 
never be changed again



Proof 2

Count how many different pairs (i, bi) are sent in total in line 4
• Each  i ϵ Vg contributes a single pair (i, bi), since they send the same to all
• Each j ϵ V\Vg .may contribute up to two such pairs
• the total ≤ n-f+2f = n+f
• if there are two different values in line 5 there are at least 2(n-f) pairs
• 2(n-f) ≤ total number of pairs ≤ n+f
which implies n ≤ 3f – a contradiction



Proof 3

• All correct that broadcast in line 9, broadcast the same value
• Observe – if there is  v ϵ Vg with strong = 1 past line 12 only this will be the
value with f+1 multiplicity in line 15 at the leader.
• This value will be sent to all in the leader's broadcast



Proof 3

• Again, if there is  v ϵ Vg with strong = 1 past line 12
this value will be adopted by all past line 22
• Otherwise, every correct adopts the value sent by the correct leader
past line 22



Proof 4

• Once all correct hold the same value – that remains the only value 
• all correct return that value - Agreement
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Reducing Consensus to Binary Consensus

- The idea: reduce to 2 possible values then
use the Binary Algorithm

- Correct nodes will proceed with a non-
defalt value only if it may be the cse that
all correct has it as an input value

- The faulty nodes will do their best to
confuse the correcct nodes



Multi Value Consensus



Multi Value Consensus

• First stage: Reducing the possible values
• c is non 0 only if there is vast support to a different value

• similar to previous arguments we saw no two correct will 

• Thus, by the end of this stage all correct hold either 0 
or some other specific value c. Two possible values



Multi Value Consensus

• Finalizing the reduction: you continue with b=1 only if 
all correct know what is the alternative value (c')
• if any correct have b=1, every correct sees at least f+1 support to the value
and only to that value



Multi Value Consensus

• The result of the Binary Consensus determines whether we
output 0 or c.



Multi Value Consensus - proof

If all correct start with the same input value:
• all set it in line 4 and 9
• all enter the Binary Consensus with b=1 
• all output that value



Multi Value Consensus - proof

If all correct start with the same input value:
• all set it in line 4 and 9
• all enter the Binary Consensus with b=1 
• all output that value



Multi Value Consensus - proof

• By the previous lemma in line 7 every correct broadcasts either 0 or c. 
• if all correct hold b=0 - done
• if there is a correct with b=1, all correct hold an identical c value
• thus, either all output c or 0.



Multi Value Consensus - proof
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n < 3f+1 lower bound

• Divide G to 3 sets of size up to f each.
• Assume there is an algorithm 𝓐 that ensures consensus on G for any inputs.
• Construct H as described.
• We can execute 𝓐 on H – since each node in H sees the same structure
as in G. It's state machine determined by 𝓐 functions the same in both graphs.

• E will be the execution on H with the specific inputs (it may detect an error) 
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n < 3f+1 lower bound

• By induction on the round number 
• r=0 : input.
• r=1: first message exchange
• Assuming r clearly r+1 hold. 
• the arguments hold for any pair of adjacent nodes.
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n < 3f+1 lower bound

• Since nodes in any pair can't tell the difference their state machines 
produce the same output in H as it would in G

• Thus, specifically both C1 and B0 output the same value, say b
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n < 3f+1 lower bound

• Ai  should output "i" since it's sate machine is consistent with the case 
in which the other correct also starts with input "i" 
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n < 3f+1 lower bound

• As we claimed before, both C1 and B0 output the same value, say b
• Assume b=0.
• But, the left graph shows that both A1  and C1 should output "1" 
• A contradiction
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