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Exercise 1 (5 Points) Consider a fair die showing the numbers {1, . . . , D}. Let X be the sum
of the numbers obtained after rolling it N times. Use Chebychev’s inequality to give an upper
bound on

Pr[|X − E[X]| ≥ αE[X]],

for any α > 0.

Exercise 2 (10 Points) Let x, y be length-n strings. We define their Hamming distance as
Ham(x, y) := #{1 ≤ i ≤ n | x[i] 6= y[i]}, i.e., the number of positions where x and y disagree.

Consider the following algorithm approximating Ham(x, y) by means of “alphabet reduction”:
(here, for any function h : Σ→ N and string x = x[1] . . . x[n], we write h(x) = h(x[1]) . . . h(x[n]).)

function ApproxHam(x, y, ε)
for i = 1, . . . , dc log ne do

pick h u.a.r. from the set of all functions Σ→ {1, . . . , d2/εe}
di ← Ham(h(x), h(y))

return max1≤i≤dc logne di

Show that this algorithm computes an estimate d̃ satisfying (1− ε)Ham(x, y) ≤ d̃ ≤ Ham(x, y)
with probability at least 1− n−c.
(Hint: Use Markov!)

Exercise 3 (12 Points) We say that a hash family H from X to Y is k-universal (in the strong
sense) if for all pairwise distinct x1, . . . , xk ∈ X and all y1, . . . , yk ∈ Y , we have

Pr
h←H

[h(x1) = y1 and · · · and h(xk) = yk] =
1

|Y |k
.

Let p be a prime number and recall that computation modulo p yields a field (which we write
as Fp = Z/pZ). Define the hash family Hsimple from Fp to Fp as the set of functions ha,b with
ha,b(x) = ax+ b (mod p) for a, b ∈ Fp.
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a) (7 Points) Prove that Hsimple is 2-universal and that any ha,b ∈ Hsimple can be stored
using O(log p) bits.

b) (2 Points) Show that Hsimple is in general not 3-universal.

c) (3 Points) The construction of Hsimple does not (immediately) yield a 2-universal hash
family from [n] to [n] for arbitrary (non-prime) n. Why can we still make the algorithm
for estimating the number of distinct elements in a stream (given in the lecture) work?

Exercise 4 (13 Points) Let X be a (discrete) random variable and recall that σ[X] =
√

Var[x]
denotes its standard deviation.

a) (10 Points) Prove the following inequality: For any t > 0 we have

Pr [X − µ ≥ tσ[X]] ≤ 1

1 + t2
.

(Hint: Note that X − µ ≥ α if and only if X − µ+ u ≥ α + u. Optimize over u!)

b) (3 Points) Prove the following two-sided variant of the above inequality: For any t > 0,
we have

Pr [|X − µ| ≥ tσ[X]] ≤ 2

1 + t2
.

In which situations does this provide a better bound than Chebychev’s inequality?
(Note: You may make use of a) even if you did not prove it.)


