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Exam dates and registration

e the exam dates agreed on are: 18. + 19.07., 20. + 21. 08,,
01.+02.10.

e In LSF, where the students need to register, only two dates can be
entered. These will be 20.08. and 01.10.

e Exam dates 18.07., 19.07., 20.08., 21.08. should register in LSF
for 20.08.

e All others for 01.10.
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Overview

e Visual Turing Test / Visual Question Answering (VQA)
Motivation

Prior work / background

Overview / bigger picture

“Attention”-based methods

v v VvV v

» Relevant papers:

- Malinowski, Fritz “A Multi-World Approach to Question Answering about Real-World
Scenes based on Uncertain Input” NIPS'14

- Malinowski, Rohrbach, Fritz “Ask your Neurons™ ICCV’15
- Sukhbaatar “End-to-End Memory Networks” NIPS'15
- Yang “ Stacked Attention Networks for Image Question Answering” CVPR’16
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Overview of Deep Learning Architectures

Encoders
CNN for sequences, images, volumes
RNN for sequences

Pooling for sequences

Dense embedding layer
(e.g. language w2v)

Decoders
Unpooling for sequences, images, volumes
RNN for sequences

Dense regression

Merge
Concatenate

Multiply

Sum/Average
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Human-like Comprehension

011101011100
1011000100100

Is the water
boiling?

- How far are machines from human quality understanding?
*  How can we monitor progress and evaluate architectures?

g
e . . : :
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Human-type Comprehension / Scene Understanding?

* Object Detection / Bounding Boxes?

=

e Semantic Segmentation / Pixel Annotations?
e Attributes?
* Materials?

e Spatial Relations?
* Annotation gets more and more challenging

* Understanding should be agnostic to some extend to
the internal representation

e Scene Description -> Evaluation is difficult

A horse carrying a large load of hay and Bunk bed with a narrow shelf sitting
two people sitting on it. underneath it.
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Motivation: Turing Test

e Can a machine mimic human A

behavior?
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DAQUAR: Proposed Visual Turing Challenge (NIPS’14)

e (Q: \What is the object on the counter in the corner?

A: mIcro wave

What is the color of the largest object in the scene”
A: brown

Q:How many lights are on?
A: 0

Builds on top of NYU Depth Data set: 1449 RGBD images
12,5k question answer pairs (with ~ 5 answers per question)
Answers: attributes, numbers, objects and sets of these
Human Baselines (with and without image)
https://www.d2.mpi-inf.mpg.de/visual-turing-challenge
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https://www.d2.mpi-inf.mpg.de/visual-turing-challenge

Proposed Visual Turing Challenge

What is the color of the largest object in the scene?
A: brown

 |nspired by Turing Test:
» Can machines answer on questions about natural images®?
» Cannot be easily be cheated like original Turing Test

e Aholistic, open-ended, end-to-end task
»  Whole chain of perception, representation and deduction

* No internal representation is evaluated
» Challenge is open to diverse approaches

e Scalable annotation effort
»  Only question-answer-pair annotations
»  Yet deep understanding of language and scenes required

e Strategies for automatic evaluation
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End-to-End Tasks

End-to-End
Task

—— ’ Scene “
m Understanding _> visualQA

4

'l

implies

O

e Evaluate task that requires capability/skill (scene understanding)
e Rather than "scene understanding”

e E.g. design tasks that afford scene understanding

e Kind of facilitated by deep learning
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Our Approaches

e “Classic Al”, symbolic reasoning approach

- A Multi-world Approach to Question Answering about Real-World Images (NIPS'14)
Mateusz Malinowski, Mario Fritz
NIPS'14

e Neural Network / Deep Learning / Vector Embedding (ICCV’'15)
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A Multi-World to Question Answering About
Real-World Images

Mateusz Malinowski, Mario Fritz
NIPS’14



Methods

s \ s ™
“What islthe ________ . Representgtlon “sofg” Reprgsentatlon —
largest object?” of question of image
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Method: Symbolic Approach [NIPS’14]

s ™ 4 ™
“What islthe e . Representgtlon “sofg” Reprgsentatlon —
largest object? of question of image

. Y \. J

v v

Semanhc
Evaluation @
question logical answer world
forms

A s

count(A, (bed(A}, image1), 0.05)
answer(A, (behind(A,B), table(B), image1), 0.15]

fargestiA, (object(A), Image1), 0-8) Table (1, brown, image 1, X, ¥, Z, 0.4)

IChalr (1, brown, image 1, X, Y, Z,0.2)

P. Liang, M. 1. Jordan, D. Klein. Learning dependency- CategoryT T Probabilities
based compositional semantics. ACL 2011. Instance Coordinates

Color Image
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Method: Symbolic Approach [NIPS’14]

s \ s ™
“What islthe ________ . Representgtlon “sofg” Reprgsentatlon o |
largest object?” of question of image
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Color Image
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QA by Percy Liang (2011)

parameters

Words to Predicates (Lexical Semantics)

California?

city city
state state
river river
argmax population population CA
What s the most populous city in CA 7
capital of i Objective

©)

database

Learning

parameters 6

o flc

enumerate/score DCS trees
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numerical optimization (L-BFGS)

Towards a Visual Turing Test — Answering Questions on Images
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Interpretation  Semantic parsing
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Evaluation Criterion

e All measures can be evaluated automatically
e Less error prone than BLEU score

e Different metrics:
» accuracy

» WU Palmer Similarity

WUP (w1, w2) = 2 4 depth most specific ancestor node / \

wi,w —
’ depth(w])+depth(w2) ;09

WUP(horse, dalmatine) = 2*2/(4+3) = 4/7 = 0.57 dalmatine

»  WUPS: Wu Palmer extended to sets
WUPS (A, T) WUP(a,t WUP(a,t 100
( me [[ maxWup(a,#), ]| maxWUP(a,1)} -

1=1 acE A? teT?
» Additional consensus metrics over 5 annotators

entity
animal

horse
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—valuation: WUPS

Ground Truth

Predictions

Armchair

Wardrobe

Chair

Accuracy 0 p— 0
Wu-Palmer

Similarity [1] 08 < 0.9
WUPS @0.9

(NIPS'14) ~0 << 09

[1] Wu, Z., Palmer, M.: Verbs semantics and lexical selection. ACL. 1994.
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Quantitative Results

HumanQA
g |
o----- o----- o----- ®----- ®o----- o----- o----- o----- e h uman
= s . .| performance
E S e ® ° o o \:
S o
—— HumanSeg, Single, 894 g :\:
. —— HumanSeg, Single, 37 \.\Q\
< | —— AutoSeg, Single, 37 \.§'>: .........................................................................
—— AutoSeg, Multi, 37 — "
- - - Huigar?%aseliile, 894 * m aC h I n e
S Human Baseline, 37
-+l performance
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
: Threshold ; 4
soft measure _
accuracy
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Qualitative Results

i
Q: How many red chairs are there?  Q: How many chairs are at the table? Q: What is on the right side of cabinet? Q: What is on the wall?
H: () H: wall H: picture H: mirror
M: 6 M: 4 M: bed M: bed
C: blinds C: chair C: bed C: picture
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Conclusions

e Pros

 First proposal of Visual Turing Challenge based on diverse real-
world images

e Multi-world for learning to answer questions about scenes

* Bridging between symbolic reasoning and uncertainty in
perception

e Requires deep understanding of scenes at low annotation effort
e (Cons

e Poor scalability

e Some hand crafting of ontology and predicates
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Our Approaches

e (lassic Al, symbolic reasoning approach

e Neural Network / Deep Learning / Vector Embedding (ICCV’'15)

Ask your Neurons: A Neural-based Approach to Answering
Questions about Image
Mateusz Malinowski, Marcus Rohrbach, Mario Fritz
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Ask Your Neurons: A Neural-based Approach
to Answering Questions about Images

Mateusz Malinowski, Marcus Rohrbach, Mario Fritz
ICCV’15



Method: Ask Your Neurons

T
F 7
e A TITVIL

What is behind the table ? ]

vy vy v v Y v v vy v [ v
LSTM b/ LSTM b LSTM b LSTM b LSTM [ LSTM [ LSTM |»| LSTM
........ ST 2 2 . 2 2 R 2
: chairs window <end>

Towards a Visual Turing Test — Answering Questions on Images
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Two Key Ingredients

« (Convolutional Neural Network

» Long Short Term Memory Recurrent Neural Network

(e , : . .
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Convolutional Neural Networks

C3:f. maps 16@10x |0

IliPUT ;(1@ ég:tu;c maps 54:1. naps1€(ium
32x32 S2: 1. maps r\ C5 ayer pg: ayer CUTPUT
~J20 34 10

e
" |

| Ful:cnn*acrtion I Geussian connactons
Corvolifiors Subsampling Convolutions  Sussampling Full connection

* LeCun et al. 1989

* Neural network with specialized
connectivity structure

» GoogleNet in our experiments

26
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Recurrent Neural Network

Y
T

@ y(t) y(l) y(t) y(T)
T | | | |
- @i) (0= (D)= = (@)= = ()

() 0 T T |
¢ L (1) () (T
T

. mt;lti—(l;tyer 4 recurrent unrolled recurrent
Sep 1eCaIoTWara  ne jral network neural network
network

 Extension of neural networks to sequence modelling and prediction
 Training is problematic due to vanishing/exploding gradient
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Long Short Term Memory Networks (Schmidhuber)
»(D) RO (T)

T T T
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LSTM Unit x, q,]
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P(Wygve + Whghi_1 + by)
;tm .(T) cc=f,0ci—1+1 Og,
Forget Gate =0, ® d(cy) = 2
sigmoid nonlinearity o : R +— [0,1], o(v) = (1 + e_v)_l

L
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O

Input Modulation Gate > C,

L
I

0
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hyperbolic tangent nonlinearity ¢ : R — [—1,1], ¢(v) = 23;2:5 =20(2v) — 1
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Method: Ask Your Neurons

- Predicting answer sequence

> Recursive formulation
a; = argg}axp(a@;;q, flt_l; 0), x - image representation
a
g = [q- qp_1, [[?]]], g, - question word index
V -vocabulary, A, ; = {aq,...,a._1}- previous answer words

REE , . . .
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Method: Ask Your Neurons

CNN

‘ | N BN BN B B e | [ ] ‘
I' q | | l
! n-1 qn : é\t-1
LA T
»| LSTM P LSTM ,' o { LSTM P>
‘. ' O E EEs '/
T ! '
.......... 8, 8
- Predicting answer sequence
»  Recursive formulation
a; = arg ma,xp(a|m:q,"flt_1; 0), x - image representation
acy .
g = [q- qp_1, [[?]]], g, - question word index

V -vocabulary, A, ; = {as,...,@a._1}- previous answer words

e
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Method: Ask Your Neurons

- Predicting answer sequence

»  Recursive formulation

e ™ A~ . ]
1 a4y = arg max p(alx, q, A;_1; 0), - image representation
‘e acV

qa = i, 9 1, [[?]]], q, - question word index

V -vocabulary, A, ; = {as,...,@a._1}- previous answer words

e
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Method: Ask Your Neurons

L _aA: S _ft : _,:
- Predicting answer sequence
> Recursive formulation
|'a-t,— arg H\l}a,xp(a,|a3 q,-At .1,, 0), x - image representation
- a
q = [qle,...,qn_l, [[?]]], q; - question word index
V -vocabulary, A, ; = {aq,...,a._1}- previous answer words

A
H &3> , , . :
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Symbolic vs Neural-based Approaches
- Symbolic approach (NIPS’14) E

>~ Explicit representation

> Independent components

- Detectors, Semantic Parser,
Database

> Components trained separately
> Many ‘hard’ design decisions

Knowledge

base
What is behind l chairs,
the table 2 ——— Ax.Behind(x,Table) window

Logical Representation

M. Malinowski, et. al. “A Multi-World Approach to Question Answering
about Real-World Scenes based on Uncertain Input”. NIPS’14

Rae . . . .
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Symbolic vs Neural-based Approaches
- Symbolic approach (NIPS’14) - Ask Your Neurons (Our)

>~ Explicit representation

v

Implicit representation

v

> Independent components End-to-end formula

-  Detectors, Semantic Parser, - From images and questions to
Database answers

v

> Components trained separately Joint training

v

> Many ‘hard’ design decisions

[y

I

Fewer design decisions

r 1
: \ CNN / :
Knowledge P! :
base . [ What is ? :
IR E IR E 2R 7S R
l ' | LSTM P LSTM [»{ LSTM > LSTM { LSTM > LSTM | |
Y:g?;éslebghmd — > Ax.Behind(x,Table) \(l:vrllr?(l*lrsw s A . . : v . v v :
' Logical Representation b d hevnsssssiinid bt LCHAIS | (Window | [<end> | |
M. Malinowski, et. al. “A Multi-World Approach to Question Answering End-to-end, jointly trained architecture

about Real-World Scenes based on Uncertain Input”. NIPS’14

EATIIVIL
REE , . . .
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Neural Visual QA vs Neural Image Description

* Neural Image Description

>~ Conditions on an image

>~ Generates a description

- Sequence of words

>~ Loss at every step

ey

LST™ |/ LSTM | | _ _
" | Large | |building| | with a clock <end> | |
Loss

J. Donahue, et. al. “Long-term Recurrent Convolutional Networks for
Visual Recognition and Description”. CVPR15

'_.‘?}:j':_
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Neural Visual QA vs Neural Image Description

- Neural Image Description .+ Ask Your Neurons (Our)
>~ Conditions on an image > Conditions on an image
f and a question
> Generates a description > (Generates an answer

»  Loss at every step .

Sequence of words i}

7

Sequence of answer words

\

o THEEEE B !
CNN
|

Loss only at answer words

'

J. Donahue, et. al. “Long-term Recurrent Convolutional Networks for
Visual Recognition and Description”. CVPR15
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A

Towards a Visual Turing Test — Answering Questions on Images

l l l l What is ?
_ - : : R T R TR v
LSTM _-> LSTM_ LSTM _-> LSTM _-> LSTM _-> LSTM Lstm bl Lstv bl Lstv bl LsTv Bl LsT™ LSTM
SRR 5 S 2 SR "N PR 2 AR J0 S T v 7 e sl e et
Large bu||d|ng Wlth o C|0Ck <end> : I T T T T LT T A : S e — :
Loss T loss

36




Visual Turing Test:

What is behind the table? What is the object on the How many doors are open?
sofa counter in the corner? 1
microwave

- Dataset for Question Answering on Real-world images

- 1449 RGBD indoor images (NYU-Depth V2 dataset)

- 12.5k question-answer pairs about colors, numbers, objects
-  Human-type subjectivity is common in the dataset
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N
Ol
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Results on Full DAQUAR

Methods Accuracy WUPS @0.9

Baseline: Symbolic (NIPS’14) 7.86% 11.86%

S LR

17.15% 22.80%

O EEEEEEEEEEEE

" Language Only (Our)

Vision + Language (Our) 19.43% 25.28%

Human performance (NIPS’14) 50.20% 50.82%

What is on the What is the color of the How many drawers What is the largest

refrigerator? comforter? are there? object?
magnet, paper blue, white 3 bed

e
o2 O . , . .
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Results on Full DAQUAR

Methods Accuracy WUPS @0.9

Baseline: Symbolic (NIPS’14) 7.86% 11.86%

Language Only (Our) 17.15% 22.80%

---------------~

M Vision + Language (Our) 19.43% 25.28% "

S

Human performance (NIPS’14) 50.20% 50.82%

What is on the What is the color of the How many drawers What is the largest

refrigerator? comforter? are there? object?
magnet, paper blue, white 3 bed

e
o2 O . , . .
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Results on Full DAQUAR

Methods Accuracy WUPS @0.9

Baseline: Symbolic (NIPS’14) 7.86% 11.86%

Language Only (Our) 17.15% 22.80%

Vision + Language (Our) 19.43% 25.28%

>

50.20% 50.82%

- E EEEEEEEEEEEE

What is on the What is the color of the How many drawers What is the largest

refrigerator? comforter? are there? object?
magnet, paper blue, white 3 bed

e
o2 O . , . .

l*!.'z'-” o i p 1l Towards a Visual Turing Test — Answering Questions on Images 40
- §



Qualitative

Results

What is on the right side of

the cabinet?
Vision + Language:
Language Only:

bed
bed

What objects are found on the How many burner knobs are

bed? there?
Vision + Language: bed sheets, Vision + Language: 4
pillow Language Only: 6

Language Only: doll, pillow

J

i

.
ailgNin
A

"

Towards a Visual Turing Test — Answering Questions on Images
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Qualitative Results: Failure Cases

— l - - —

: A et ‘:- L
e AL A% .-...; S
- e L 'H,: -'.I. *1}", | *;#. v YR

— = st

How many chairs are there? How many glass cups are What is on the left side of the
there? bed?

Vision + Language: 1 Vision + Language: 2 Vision + Language: night stand

Language Only: 4 Language Only: 6 Language Only:  night stand

Human: 2 Human: 4 Human: ball
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1. New Performance Metric: Min Consensus
- WUPS handle word-level ambiguities

- But how to embrace many possible interpretations of both a question
and a scene?

What is the object on the
floor in front of the wall?

Human 1: bed
Human 2: shelf
Human 3: bed
Human 4: bookshelf

T
F 7
e A TITVIL

Towards a Visual Turing Test — Answering Questions on Images
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1. New Performance Metric: Min Consensus
«  We extend WUPS scores by Min Consensus

>~ Finding at least one human answer that matches with the predicted one
>~ Treat all possible interpretations equal

What is the object on the
floor in front of the wall?

Human 1: bed
Human 2: shelf
Human 3: bed
Human 4: bookshelf

“u‘ ini p il Towards a Visual Turing Test — Answering Questions on Images 44




Results on DAQUAR-Consensus

Methods (Old Metric) Accuracy

Language Only (Our) 17.15%

WUPS @0.9

Vision + Language (Our) 19.43%

Human performance (NIPS’14) 50.2%

Methods (Min Consensus) Accuracy

Language Only (Our) 22.56%

---~

'50.82% ,
®

-amme

WUPS @0.9

" - -~ 5
30.93% *

I
' m

Vision + Language (Our) 26.53%

' ]
134.87% ’

Yemmr

Human performance (Our) 60.50%

---~

@
169.65% "
S &

- me
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Results on DAQUAR-Consensus

What is in front of the curtain? What color are the beds?
Model: chair Model: white

Human 1: guitar Human 1: white

Human 2: chair Human 2: pink

T,
How many steel chairs are there?
Model: 4 Model: bed
Human 1: 2 Human 1: bed
Human 2: 4 Human 2: quilt
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2. New Performance Metric: Average Consensus
- We extend WUPS scores by Average Consensus

>~ Averaging over multiple possible human answers

»  Encourages the most agreeable answers

What is in front of table?

Human 1: chair
Human 2: chair
Human 3: chair, bag
Human 4: wall

For the Average Consensus:
answer chair is better than wall

AT
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G
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Results on DAQUAR-Consensus

Methods (Average Consensus) Accuracy WUPS @0.9

18.97%

Language Only (Our) 11.57%

Vision + Language (Our) 13.51% 21.36%

Human performance (Our) 36.78% 45.68%

Amount of subjectivity in the task captured by the Consensus metric

100 | N

Fraction of data
Ot
[-»)
\
|

0 0 m

0 50 100
Agreement Level

-
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"Ask your neurons” again: Latest Results

- Limit of global/holistic image representations?

LMY
‘.. E B EENE .‘
\_on_/ = Visual =

I | l | = Encoder =
L 4
LTM]—.ILSTMHLSYMHLSIM}-»LSM]»-Lsm]»-umutsm]

[dnln ]|m| qub|

'.IIIIIII

“rf;‘\, i p 1 Mario Fritz

‘IIIIIIIII.

. Multimodal =

o Embeddmg

’lllllllllt

f

‘l.......‘
= Question =

= Encoder =

'.IIIIIII'

eEEEEEN)
|

= Answer =
' Decoder .

q
Cllllll!
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Results on VQA

Question
encoder

Word embedding eUEEEEEEEN,
learned GLOVE = Visual

BOW

CNN
GRU
LSTM

4741  47.91 ; Encoader

48.26 48.53
47.60 48.11
47.80 48.58

» Orderless models are very competitive

+ GLOVE embedding improves results
« CNN and LSTM are often the best choices

TS
e
;?i:j;‘ ' ' I I I
~
Tl
Ty

Mario Fritz

= .

‘IIIIIIIII.

. Multimodal =

|
A4

Embeddmg

lllllllllt

f

Question
Encoder

4 EHEEERERE)
|

- Answer :
2 Decoder r

Qlllllln.
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CNN Language Encoder

» Unifies vision and language model
- Fast (parallel) forward pass

» Relationship to n-gram models

What is behind the table?

Filter length 3 Filter length 2
(trigram model) (bigram model)
< > —>

Embeddings of one-hot
question words’ vectors

- kernel length  single view  multi view
k =k <k
1 47.43 47.43
2 48.11 48.06
Number of filters II || || 3 48- 26 4809
4 48.27 47.86

...... Third view E Second view "
Temporal aggregation * H
(sum pooling, RNN)

Question’s representation -|
Kim'14 ; Kalchbrenner’14

a2
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Results on VQA

‘IIIIIIIII. .‘-IIIII.

Method Accuracy Visual I . Multimodal 2_ = Answer :

- Embeddmg = Decoder

AleXNet 5369 'lllllllllt Qlllllln.
GoogleNet 54.52 4

‘IIIIIIII‘

VGG-19 54.29
ResNet-152 55.52 = Encoder =

= Question =

A4 v

« Deeper and better recognition architectures improves the results on
visual question answering

- We use LSTM as the question encoder

“ri:“ .‘ ini p il Mario Fritz
.
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Results on VQA

‘IIIIIIII‘ 4 EHEEERERE)

= Visual = Multimodal = Answer
nonorm L2 norm = Encoder > Embedding _>:Decoderi
A 4 4

Concatenation 47.21 52.39

EEEEEEEBR 4EEEEERED

Summation 40.67 53.27 f
Piece-wise multiplication 49.50 52.70 e"NEEEENEN,

= Question =

= Encoder =
\ 4 4

- Normalization of the visual features is important

~  We normalize by dividing by 12-norm of the feature vector

«  Summation works the best

AT i p i Mario Fritz o4
8L )



Results on VQA

top frequent answers

Encoder 1000 2000

BOW 47.91  48.13
CNN 48.53  48.67

LSTM 48.58 48.86

47.94
48.57
48.65

:Illlllll:
= Visual n )

= Encoder =

'.IIIIIII.

‘IIIIIIIII.

: Multimodal =
» Embedding *

'lllllllllt

f

‘IIIIIIII‘

= Question =

= Encoder =

’.IIIIIII'

» The performance of the methods is dependent on the number of

answers considered

- Many answers don’t have enough examples for learning good

representation

 Architectures often decide to model only top frequent answers

TS
R
';? i".'i;- ' ' I I I
&5
et

Mario Fritz

I Answer
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Answer Statistic: Rare World Issue

+ Highly unbalanced problem

» Strong results for method that focus on subset (e.g. restricted output
space, single word answers)

« |ssue of dataset? Issue of metric?

VQA DAQUAR

A0 300
DI 250

200

WO 150 ¢

a0

Ll U XY o L ) AL 12X ‘.0 pnc. 100 630 830 :000
Interesting read:

Simple Baseline for Visual Question Answering
Bolei Zhou, Yuandong Tian, Sainbayar Sukhbaatar, Arthur Szlam, Rob Fergus

S i p 1 Mario Fritz >0


http://arxiv.org/find/cs/1/au:+Zhou_B/0/1/0/all/0/1
http://arxiv.org/find/cs/1/au:+Tian_Y/0/1/0/all/0/1
http://arxiv.org/find/cs/1/au:+Sukhbaatar_S/0/1/0/all/0/1
http://arxiv.org/find/cs/1/au:+Szlam_A/0/1/0/all/0/1
http://arxiv.org/find/cs/1/au:+Fergus_R/0/1/0/all/0/1

“Ask your neurons" again: How far goes global vision

VQA

DAQUAR

Test-dev Test-standard
Yes/No Number Other  All Yes/No Number Other  All
DMN+ (Xiong et al, 2016) 80.5 36.8 48.3  60.3 - - - 60.4
FDA (Ilievski et al, 2016) 81.1 36.2 45.8  59.2 - - - 59.5
AMA (Wu et al, 2016) 81.0 38.4 452  59.2 81.1 37.1 45.8 594
SAN(2, CNN) (Yang et al, 2015) 79.3 36.6 46.1 58.7 - - - 58.9
Refined Ask Your Neurons 78.4 36.4 46.3 584 78.2 36.3 46.3 584
SMem-VQA (Xu and Saenko, 2015) 80.9 37.3 43.1 58.0 80.9 37.5 435 582
D-NMN (Andreas et al, 2016a) 80.5 37.4 43.1 57.9 - - - 58.0
DPPnet (Noh et al, 2015) 80.7 37.2 417 572 80.3 36.9 422 574
iBOWIMG (Zhou et al, 2015) 76.5 35.0 426  55.7 76.8 35.0 42,6 559
LSTM Q+I (Antol et al, 2015) 78.9 35.2 36.4  53.7 - - - 54.1
Comp. Mem. (Jiang et al, 2015) 78.3 359 34.5 52.7 - - - -
Accuracy on subset  WUPS@0.9 on subset WUPS@0 on subset
all single word all single word all single word
Global
Ask Your Neurons 19.43 21.67 25.28 27.99 62.00 65.11
Refined Ask Your Neurons 24.48 26.67 29.78 32.55 62.80 66.25
Refined Ask Your Neurons 25.74 27.26 31.00 33.25 63.14 66.79
IMG-CNN (Ma et al, 2016) 21.47 24.49 27.15 30.47 59.44 66.08
Attention
SAN (2, CNN) (Yang et al, 2015) - 29.30 - 35.10 - 68.60
DMN+ (Xiong et al, 2016) - 28.79 - - - -
ABC-CNN (Chen et al, 2015) - 25.37 - 31.35 - 65.89
Comp. Mem. (Jiang et al, 2015) 24.37 - 29.77 - 62.73

global_vision

Malinowski, Rohrbach, Fritz: Arxiv’'16 “Ask Your Neurons: A Deep Learning Approach to Visual Question Answering”
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Conclusions
- Towards a Visual Turing Test

»  Can machine answer questions about images?
*  Novel Neural-based architecture
- End-to-end training on Image-Question-Answer triples
« Doubles the performance of the previous work on DAQUAR
- New Consensus Metrics to deal with many interpretations

qn 1 qn /\
i-1
v '
-+ LSTM P> LSTM P -+ ¥ LSTM > _ ) _
. What is on the right side of = How many burner knobs
v l l the cabinet? are there?
T : 5 A Vision + Language: bed Vision + Language: 4
el 1 i Language Only:  bed Language Only: 6

e , : . .
'x!,izi;. i p il Towards a Visual Turing Test — Answering Questions on Images 58
> o 1



Spectrum between Symbolic and Vector-based

Approaches

classic/symbolic
(NIPS’14)

* symbolic representation
* high level of introspection
e disjoint modules

e “detailed” visual
representation

* |imit coverage of
concepts; semantic
parsing can be fragile

deep learning
(ICCV’15)

vector representation
nebulous - but some hope
end to end learning

global CNN representation

continuous embedding of
concepts

( N p il Towards a Visual Turing Test — Answering Questions on Images 59



Methods

A

Detectors
Classes

Explicit Vision

Vectors /
Neurons

R
F
Ll VAL
avd T

[ ]

. S i S ti o
Slngle @ parsing evaluation @ @ ° @

world . o

ti logical Id °
approach question torrm answer o wor : *
® e e e o0 oo

sofa (1,brown, image 1, X,Y,Z2)
table (1,brown, image 1,X,Y,Z)
wall (1,white, image 1, X,Y,Z2)

=
=P
B> | cnaiys| | G o 172
=P
=P

chair (2,brown, image 4, X)Y,Z)
chair (1,brown, image 5, X,Y,Z)

Semantic Semantic

Imulti-world parsing evaluation @ s @ @
approach . @ * @ ,'

question logical answer ¢  latent ., semantic
form ¢ worlds . segmentation
.......
PA|Q,S) = g EPA\WT W |S) P(T | Q)

Ours, NIPS’'14

Vector / Neurons

Explicit Language

Towards a Visual Turing Test — Answering Questions on Images

Syntax / Semantics




Methods

Ours, ICCV 50000 0
, hpproach  auestion ogiea| ansver ¢ ‘,vor\d
sofé mage 1, X.Y.Z)
tabl )
wall )
bed )

Bl
4 Antol et. al. ICCV’15 =i
Detectors Ren et.al. NIPS’15 i 0=0=0 518
Classes Gao et. al. NIPS*15 NTEYe
Ma et. al. AAAI 2016
-
o
D
>
O
S : .
|.|>j q,.4 q, A
t-1
R ERET.
= % LSTM P LSTM p»> - ¥ LSTM >
e ' '
| A - [OE
Vectors / *
Neurons X

Explicit Language

Vector / Neurons Syntax / Semantics

R
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Methods

A

Detectors f f :
Classes ‘ | "

PA[Q.8) =YY PA[W.T)PW|S) P(T| Q)
w T

H YT
000 (000 (000 :  [000] 066 (000

I v v v
—

N

(a) Stacked Attention Network for Image QA

black and white true

A
(C) describe color exists

(a) | find bird | | find state |

) < |

Vectors /
Neurons >

Vector / Neurons Explicit Language Syntax / Semantics

RIS
T,

o
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Recent Related Work

n "\

Symbolic Approaches

M. Malinowski et. al. Multiworld. NIPS’14

Large Scale Datasets

S. Antol et. al. Visual QA. ICCV’15

L. Yu et. al. al. Visual Madlibs. ICCV’15

D. Geman et. al. Visual Turing Test. PNAS’15

M. Ren et. al. Image QA. NIPS15

H. Gao et. al. Are You Talking to a Machine? NIPS’15
Y. Zhu et. al. Visual7W. arXiv’15

L. Zhu et. al. Uncovering Temporal Context. arXiv’15

Neural-based Approaches

M. Ren et. al. Image QA. NIPS’15
H. Gao. et. al. Are You Talking to a Machine? NIPS’15

L. Ma et. al. Learning to Answer Questions From Images. arXiv’15

Attention-based Approaches

Z. Yang. et. al. Stacked Attention Networks. arXiv’15
Y. Zhu et. al. Visual7W. arXiv’'15

J. Andres et. al. Deep Compositional QA. arXiv’15
H. Xu et. al. Ask, Attend and Answer. arXiv’15

K. Chen et. al. ABC-CNN. arXiv’'15

K. J. Shih et. al. Where To Look. arXiv’'15

Hybrid Approaches

H. Noh et al. Dynamic Parameter Prediction. arXiv’15
J. Andres et al. Deep Compositional QA. arXiv’'15
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Towards a Visual Turing Test
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—23555% Hasas —
L - ﬁ
; Fusing 5] 5 N N 5]
~ - -
S oftmax » _ _ Jj

— Answering Questions on Images

chair(1, brown, position X, Y, Z)
window(1. blue. position X. Y. Z)

v

What ...? [ Ax.Behind(x,Table) window

What is the mustache  Person Ais ...
made of?

cat  doing ? <BOA> Sittin; on the umbrella 21 .56 .09 .01
One Tw Red Bird

| Sofmx O @

N N N
Image «D@DD—{ Lin Wx ord Embedding

CNN w“ “many” “books”

feature vectors of different
parts of image
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Questlon Query N ,D Answer:
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Datasets
- DAQUAR (NIPS’14, ours)

> 1449 indoor images

> ~12.5k question-answer pairs

> ~600 answer words (output space)

> Many words answers (set of objects)
DAQUAR-Reduced (NIPS’14, ours)

> Asubset of DAQUAR with 37 answer words
Toronto COCO-QA (NIPS’15, M. Ren et. al.)

> ~123k images

»  ~118k question-answer pairs (semi-synthetic)

How many leftover donuts 7

* Only one-word answers the red bicycle holding?

VQA (ICCV’15, S. Antol et. al.)
> ~205k images

»  ~614k questions with 10 answers per question
> Open-ended answers (in practice ignored) fiee
Visual Madlibs (ICCV"15) - Y
- Filling in blanks N J

v

|

What is the mstache made of?

N
.'f;,-"-’.,
ireay f § | i 64
)
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VQA Visual Question Answering

Overview of Challenge

Aishwarya Agrawal Stanislaw Antol Larry Zitnick Dhruv Batra Devi Parikh
(Virginia Tech) (Virginia Tech) (Facebook Al Research) (Virginia Tech) (Virginia Tech)

http://www.visualga.org



http://www.visualqa.org

R
Outline

Overview of Task and Dataset

Overview of Challenge

Winner Announcements

Analysis of Results
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VQA Task
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VQA Task

What is the mustache
made of?

68



VQA Task

~—

/

What is the mustache
made of?

Al System
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What is the mustache
made of?

VQA Task

bananas

70




Real images (from COCO)

Tsung-Yi Lin et al. “Microsoft COCO: Common Objects in COntext.” ECCV 2014.
http://mscoco.org/

71



and abstract scenes.

72



VQA Dataset

What color are her eyes? How many slices of pizza are there?
What is the mustache made of? Is this a vegetarian pizza?

Is this person expecting company?
What is just under the tree? Does this person have 20/20 vision?
73



e
Dataset Stats

* >250K images (COCO + 50K Abstract Scenes)
* >750K questions (3 per image)

* ~10M answers (10 w/ image + 3 w/o image)

74



-
Two modalities of answering

» Open Ended

» Multiple Choice
— 1 correct answer
— 3 plausible choices
— 10 most popular answers
— Rest random answers

75



Accuracy Metric

Acc(ans) = min

1940. COCOU_train2@14_000006012015

#humans that said ans

L &
4 ~

3

Open-Ended/Multiple-Choice/Ground-Truth

: WHAT O3JECT IS THIS

Ground Truth Answers:

(2) v
(3) tv
(4) tv

(1) television

(5) television

(6) television
(7) television
(8) tv

(9) tv

(10) television

: How old is this TV?

Ground Truth Answers.

(?2) 35
(3) old
o.d

(5) old

(1) 20 vears

(4) more than thirty yecars

(6) cld

(7) 8@ s

(8) 30 years
(9) 15 years
(10) very old

0: Is this TV upside-down?
Ground Truth Answers:
(1) yes (6) yes
(2) yes (7) yes
(3) yes (8) yes
(4) ves (9) ves
(5) ves (10) ves

76



Human Accuracy (Real)

___________Overall _Yes/No_Number Other

Open Ended 83.30 95.77 83.39 72.67

Tt 11
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Human Accuracy (Real)

___________Overall _Yes/No_Number Other

Open Ended 83.30 95.77 83.39 72.67
Multiple Choice 91.54 9740 86.97 87.91

/8



Human Accuracy (Abstract)

___________Overall _Yes/No_Number Other

Open Ended 87.49 9596 95.04 75.33

79



Human Accuracy (Abstract)

___________Overall _Yes/No_Number Other

Open Ended 87.49 9596 95.04 75.33
Multiple Choice 93.57 97.78 96.71 88.73
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End-To-End
Memory Networks

Sainbayar Sukhbaatat!, Arthur Szlam?,

Jason Weston” and Rob Fergus?

"New York University  “Facebook Al Research



Motivation

e (Good models exist for some data structures
— RNN for temporal structure

— ConvNet for spatial structure

* But we still struggle with some type ot
dependencies

— out-of-order access
— long-term dependency

— unordered set



Fx) Question & Answering on story

Sam moved to the garden

Sam went to the kitchen. ) out-of-order
Sam drops the apple there

Q: Where was the apple after the garden?



Overview

* We propose a neural network model with
external memory

— Reads from memory with soft attention
— Performs multiple lookups (hops) on memory

— End-to-end training with backpropagation

* End-to-end Memory Network (MemN2N)



* Itis based on “Memory Networks™ by
[Weston, Chopra & Bordes ICLLR 2015}

— Hard attention

— requires explicit supervision of attention during
training

— Only feasible for simple tasks

— Severely limits application of the model

e MemN2N i1s soft attention version

* Only need supervision on the final output



MemN2N architecture

Outout<— supervision
utpu

Memory
Module

Controller
module

_______________________

Memory vector

Internal state
(unordered)

vector




Memory Module

o M e e e R R e R e R e e R M R R e R e e e e

| [ Weighted Sum J E > pz’n_iz
Attention weights / 0) 0
/ Soft address / —> {pb Do, ..., pN} \
: ? To controller
[ Softmax] i (added to
A : controller state)
-
[ Dot Product J <€ ; U 4\
t i
{ml, mo, ..., mN} . Addressing signal

\ ' (controller
Dl (il ieleiieieieletieie et " state vector)

Memory vectors



Memory Vectors

E.g.) constructing memory vectors with Bag-of-Words (BoW)
1. Embed each word

2. Sum embedding vectors

‘@ » = = = A
Sam dr Oops apple — USam T Udrops T Vapple = M
\ J

Y AN

Embedding Vectors Memory Vector

E.g) temporal structure: special words for time and include them in BoW

“Sam moved to garden”
Time embedding

“Sam went to kitchen” ﬁ
“Sam dl"OpS apple — USam T Udrops + Vapple — 13



Question & Answering

- e = ==

om W e e e R M M e R R M M M R M M M R R M M R R M M M R R M M M R M M M R R M M e e e M R e e e e ey, o - ——— —— o ——— iy,

e

Memory Module }

-
-
§¢
_|_
o
T
§¢

-_1_/

| o
)
§l
l

[ Weighted Sum

T I
{0.1,0.7,0.2} .

T L —
[ Dot produclt + softmax ]< | i U1

{mla Tﬁ?) mg}

________________________________________

Question
Input story



Attention Mechanism and Memory Networks
 Architecture

Predicted /
(o] >@—> W - Answer/ }|:|3
o A
t = * - .
Weighted Sum A u X 3 Predicted
e \ I - ’C<: Answer
Embedding C ©) A3
5 I
— | © :
r \ I
Sentences Pi ’E c2
l || || 11 11 L1 11 |[te} I /I
x4 Softmax A g B} 9
4 A | A’
\ / B Sentences
N g |
Embedding A * + =
I C |g ul
Enner Product |A_
u I Al T i
Embedding B ~
| B
Question | Question g ”
a (b)
[
-  Example results:
Sam walks into the kitchen. Brian is a lion. Mary journeyed to the den.
Sam picks up an apple. Julius 1s a lion. Mary went back to the kitchen.
Sam walks into the bedroom. Julius 1is white. John journeyed to the bedroom.
Sam drops the apple. Bernhard is green. Mary discarded the milk.
Q: Where 1s the apple? Q: What color i1s Brian? Q: Where was the milk before the den?
A. Bedroom A. White A. Hallway

Sukhbaatar, Szlam, Weston, Fergus: End-To-End Memory Networks ArXiv 2015

REE . . . .
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Related Work (I)

Hard attention Memory Network [Weston et al. ICLLR 2015]

Memory Module

——————————————————————————————————————————————

Supervision ’ 1
on attention m k > mk-
| A |
{ ArgMax }
()
{ Dot Product J < . U
()

T e e e e e e e M M M M M M M M M M M M M M M M M M M M M e M M M e M e e e



Related Work (II)

RNNsearch [Bahdanau et al. 2015]
— Encoder-decoder RNN with attention
— Our model can be considered as an attention model with multiple

hops
Recent works on external memory

— Stack memory for RNNs [Joulin & Mikolov. 2015]
— Neural Turing Machine [Graves et al. 2014]

Farly works on neural network and memory
— [Steinbuch & Piske. 1963]; [Taylor. 1959]
— [Das et al. 1992]; [Mozer et al. 1993]

Concurrent works
— Dynamic Memory Networks [Kumar et al. 2015]
— Attentive reader [Hermann et al. 2015]
— Stack, Queue [Grefenstette et al. 2015]




Experiment on bAbl Q&A data

Data: 20 bADbI tasks [Weston et al. arXiv: 1502.05698, 2015]
Answer questions after reading short story
Small vocabulary, simple language

Difterent tasks require different reasoning

Training data size 1K or 10K for each task

Sam walks into the kitchen. Brian 1s a lion.

Sam picks up an apple. Julius 1s a lion.

Sam walks i1into the bedroom. Julius 1s white.

Sam drops the apple. Bernhard 1s green.

Q: Where 1s the apple? Q: What color 1s Brian?
A. Bedroom A. White




Performance on bADbI test set

Weston et al. Strongly supervised

LSTM 20
1k training data
MemN2N BoW ¥ 10k training data
10
MemN2N Best
#Failed tasks out of 20 (smaller is better)
30
25 ~4—1k training data e 1k
g =10k training data g 10k
= 20 = 20
o o
b g 15
(D] (]
g 1> :
D) — O 10
= 10 p= ;
— —i
5 0
.. i .. 1 2 3
BoW  positton +linear +random +joint
encod. start noise training Hops




Examples ot Attention Weights

* ) test cases:

Story (2: 2 supporting facts) Hop 1 Hop2 | Hop 3
John dropped the milk. 0.06 0.00 0.00
John took the milk there. 0.88 1.00 0.00
Sandra went back to the bathroom. 0.00 0.00 0.00
John moved to the hallway. 0.00 0.00 1.00
Mary went back to the bedroom. 0.00 0.00 0.00
Where is the milk? Answer: hallway Prediction: hallway

Story (16: basic induction) Hop1 | Hop 2 | Hop 3
Brian is a frog. 0.00 0.98 0.00
Lily is gray. 0.07 0.00 0.00
Brian is yellow. 0.07 0.00 1.00
Julius is green. 0.06 0.00 0.00
Greg is a frog. 0.76 0.02 0.00
What color is Greg? Answer: yellow Prediction: yellow




Experiment on L.anguage modeling

e Data
— Penn Treebank: 1M words 10K vocab
— Text8 (Wikipedia): 16M words 40K vocab

e Model

— Controller module: linear + non-linearity

— Each word as a memory vector next

o e R e R e e R R R R R e M M R R M M M R M R M e M M M R R R M R R R R e R M R e e e R M e e e e e N o o o o e e o e e e e e e e



Test perplexity

Test perplexity

124
122
120
118
116
114
112

120
118
116
114
112

Penn-Treebank

— MemN2N
--=|STM

2 3 4 5 6 7
Memory hops

—MemN2N
-=-=|STM

25 50 75 100 125 150
Memory size

Test perplexity

Test perplexity

190
180
170
160
150
140

170
165
160
155
150
145

Text8 (Wikipedia)

---LSTM

Memory hops

— MemN2N

—MemN2N

---LSTM

25 50 75 100
Memory size

125

150



Conclusion

Proposed a neural net model with external
memory

— Soft attention over memory locations

— End-to-end training with backpropagation
Good results on a toy QA tasks

Comparable to LSTM on language modeling

Versatile model: also apply to writing and games
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Stacked Attention Network for Image Question
Answering

Zichao Yang, Xiaodong He, Jianfeng Gao, Li Deng, Alex Smola
CVPR’16

slide credits: Mateusz Malinowski



Stacked Attention Networks - Multimodal Fusion

Question:
What are sitting
in the basket on "

a bicycle?

feature vectors of different

parts of image

Tl

Image Encoder

—
I
+$
Xewyos

— dogs

Answer:

Question
Encoder

Multimodal
Fusion

Answer
Decoder

M. Malinowski, Attention in Visual Question Answering
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Stacked Attention Networks - Multimodal Fusion
- More informative representation

> Model can place higher weights at regions

| LSTM -E R¢

4

Input at t <EOQ>

f 14
14

512 14 14- 196
vy = tanh(W]f[ + b[)E R4xm

fr = CNN,ygg (I )
A TI p 11 101

G M. Malinowski, Attention in Visual Question Answering



Stacked Attention Networks - Multimodal Fusion
- More informative representation

Model can place higher weights at regions

Replicated

HEREN

—» LSTM -E R

4

Input at t <EOQ>

ha = tanh(W[’AU[ @(WQ,AUQ

Jh) @OOOOO
—— I
5120 14 4 14-1% =

vy = tanh(W]f[ + b[)E R4xm

fr = CNN, 4 (1)
e annpn 102

M. Malinowski, Attention in Visual Question Answering



Stacked Attention Networks - Multimodal Fusion
- More informative representation

Model can place higher weights at regions

Replicated
HENEN

o R
f t

Input at t <EOQ>

=softmax(Wpha + bp) OOOOOO
ERNEN

—3— SEENN

512 14 < 14 *14 =196 < 14 *14 =196 -

vy = tanh(W]f[ + b[)E R4xm

fr = CNN, 4 (1)
Gap
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Stacked Attention Networks - Multimodal Fusion
- More informative representation

Model can place higher weights at regions
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Stacked Attention Networks - Many stacks
- Many stacks for many phases of reasoning

> The output of the fusion module can be treated as a language vector for the next
layer in the stack L4 ' |
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Stacked Attention Networks - Answer

Image Encoder
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Decoder
I\/Iultimodal Answer
Fusion Decoder
Pans =softmax (W, u® + b,)
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Stacked Attention Networks - Results
- Significantly improves results over all Visual Turing Test datasets

Methods Accuracy WUPS0.9 WUPS0.0  Methods Accuracy WUPS0.9 WUPS0.0
Multi-World: [18] VSE: [2]]
Multi-World 7.9 11.9 38.8 GUESS 6.7 17.4 734
BOW 37.5 48.5 82.8
Ask-Your-Neurons: [|Y] LSTM 36.8 47.6 82.3
Language 17.2 22.8 58.4 IMG 43.0 58.6 85.9
Language + IMG 19.4 25.3 62.0 IMG+BOW 55.9 66.8 89.0
CNN: [17] VIS+LSTM 53.3 63.9 38.3
IMG-CNN 23 4 720 6 63.0 2-VIS+BLSTM 55.1 65.3 88.6
ours: CNN: [17]
SAN(1, LSTM) 28.9 34.7 68.5 %GN‘CNN 23(7’ ji-;‘ ggg
SAN(1, CNN) 29.2 35.1 67.8 : : :
SAN(2, LSTM) 29.3 34.9 68.1 Ours:
SAN(2, CNN) 293 35.1 68.6 SAN(1, LSTM) 59.6 69.6 90.1
SAN(1, CNN) 60.7 70.6 90.5
Human :[15] SAN(2, LSTM) 61.0 71.0 90.7
Human 50.2 50.8 67.3 SAN(2, CNN) 61.6 71.6 90.9
DAQUAR Toronto COCO-QA
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Stacked Attention Networks -

- Significantly improves results over all Visual Turing Test datasets
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Results

Yes/No Number Other
Methods All 36% 10% 54%
VOA: []]
Question 48.1 75.7 36.7 27.1
Image 28.1 64.0 0.4 3.8
Q+I 52.6 75.6 33.7 37.4
LSTM Q 48.8 78.2 35.7 26.6
LSTM Q+I 53.7 78.9 35.2 36.4
Ours:
SAN(1, LSTM) 56.6 78.1 41.6 44 .8
SAN(1, CNN) 56.9 78.8 42.0 45.0
SAN2, LSTM) 57.3 78.3 42.2 45.9
SAN(2, CNN) 57.6 78.6 41.8 46.4
Human: [!]
Human 83.3 95.8 83.4 72.77
VQA
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—xamples (good)

(a) Whatare puling aman on a wagon down on dirt road? (b) What is the color of the box ?
Answer: horses  Prediction: horses Answer: red Prediction: red

What next to the large umbrella attached to a table? ( d) How many people are going up the mountain with walking sticks?
( C) Answer: trees Prediction: tree Answer: four Prediction: four

(e) What is sitting on the handle bar of a bicycle? (f) What is the color of the horns?
Answer: bird Prediction: bird Answer: red Prediction: red
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—xamples (bad)

What swim in the ocean near two large ferries? What is the color of the shirt?
( a) Answer: ducks Prediction: boats ( b) Answer: purple Prediction: green

( c) What is the young woman eating? ( d) How many umbrellas with .ua_rious patterns?
Answer: banana Prediction: donut Answer: three Prediction: two

r |

What are passing underneath the walkway bridge?

The very old looking what is on display?
( e) L4 g G+ ( f) Answer: cars Prediction: trains

Answer: pot Prediction: vase
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Overview of Deep Learning Architectures

Encoders
CNN for sequences, images, volumes
RNN for sequences
Pooling for sequences

Dense embedding layer
(e.g. language w2v)

Decoders
Unpooling for sequences, images, volumes
RNN for sequences
Dense regression
Merge
Concatenate
Multiply
Sum/Average
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Towards a Visual Turing Test — Answering Questions on Images
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Thank you for your attention



