Exercise 8 - Projected Gradient Descent for the Lasso

Let \( y \in \mathbb{R}^n \) be the \( n \) outputs and \( \Phi \in \mathbb{R}^{n \times D} \) the design matrix of a regression problem (\( D \) basis functions \( \phi_1, \ldots, \phi_D \), then \( \Phi_{ij} = \phi_j(x_i), i = 1, \ldots, n, j = 1, \ldots, D \)).

The Lasso problem

\[
\min_{w \in \mathbb{R}^D} \frac{1}{n} \| Y - \Phi w \|_2^2 + \lambda \| w \|_1 \tag{1}
\]

can be rewritten into the following smooth, constrained optimization problem

\[
\begin{align*}
&\min_{w^+,w^- \in \mathbb{R}^D} \frac{1}{n} \| Y - \Phi w^+ + \Phi w^- \|_2^2 + \lambda \sum_{i=1}^D w_i^+ + \lambda \sum_{i=1}^D w_i^- \\
\text{subject to: } &w_i^+ \geq 0, i = 1, \ldots, D, \\
&w_i^- \geq 0, i = 1, \ldots, D.
\end{align*}
\tag{2}
\]

a. (3 points) The projection \( P_C : \mathbb{R}^d \rightarrow \mathbb{R} \) onto a convex set \( C \) is defined for \( x \in \mathbb{R}^d \) as

\[
P_C(x) := \arg \min_{y \in C} \frac{1}{2} \| x - y \|_2^2.
\]

1. Show that the projection onto a convex set is uniquely defined (Under which condition on the objective is the global minimum unique ?)
2. Derive an analytical expression for the projection onto the convex set

\[
C = \{ x \in \mathbb{R}^d \mid x_i \geq 0 \}, \quad \text{(positive orthant in } \mathbb{R}^d).\]

b. (5 points) Instead of the interior point method introduced in the lecture we use projected gradient descent which is a more simple method for constrained convex optimization. Let \( C \) be a convex, closed set and \( \phi \) the differentiable, convex objective function, then the convex optimization problem \( \min_{x \in C} \phi(x) \) can be solved via projected gradient descent which is defined as

\[
x_{t+1} = P_C(x_t - \alpha_t \nabla \phi(x_t)),
\]

where \( \alpha_t > 0 \) is the stepsize.

1. Complete the Matlab Function \texttt{Lasso} which has as arguments \( Y, \Phi, \lambda \) and returns the weight vector \( w \) of the Lasso problem in Equation (1). Use projected gradient descent for the optimization problem (2).
2. Run your Lasso implementation with linear design (no offset) for the training data from the last exercise sheet (prediction of crime rate of U.S. cities) with \( \lambda = 10^{-3} \). You should get 31 non-zero coefficients in the optimal weight vector.
   i. What is the influence of a feature with positive resp. negative component of the weight vector ?
   ii. Check the corresponding information on the features (see FeatureInformation file) to see if the features chosen by Lasso (corresponding to non-zero components in the weight vector) make actually sense for this problem.
Both parts should be answered on paper or in a text file. The last question should be answered briefly (just check the 10 largest (in absolute value) components of the optimal weight vector).

Hints:

• A sum $f + g$ of convex functions $f, g$ is strictly convex if $f$ or $g$ is strictly convex.

• For the computation of the projection, note that each component can be minimized independently of the other ones. Why ?

Exercise 9 - Derivation of a dual problem

Let $(x_i, y_i)_{i=1}^n$ be a training sample for a binary classification task, that is $x_i \in \mathbb{R}^d$ and $y_i \in \{-1, 1\}$. The so-called hard-margin Support Vector Machine (SVM) without offset corresponds to the optimization problem

$$\min_{w \in \mathbb{R}^d} \frac{1}{2} \|w\|^2_2$$

subject to: $y_i \langle w, x_i \rangle \geq 1, \quad i = 1, \ldots, n$

a. (3 Points) Derive the dual problem.

b. (1 Point) Which problem, dual or primal, would you solve depending on $n$ (number of training samples) versus $d$ (number of features) ?

Hints:

• Note that inequality constraints have the form $g(x) \leq 0$
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