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Outline

1. Introduction
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2.
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What is CSK?

Why Is it important?

How to represent it?

What makes it challengirrg



What iIs commonsense knowledge?

Definition 1 (by commonality):
Knowledgeshared by most humans

APossible qualifications
A Across cultures
A From early in life (=children)

AE.g., elementary school exam questions
A http://data.allenai.org/ai2sciencequestions



http://data.allenai.org/ai2-science-questions

What iIs commonsense knowledge?

Definition 2 (by knowledge type):
Knowledgeabout concepts and events

A ConceptsCity, footballer, organization
AEventsiFootball match, birthday party

A Differentiation from encyclopedic knowledge on instances
A Instances:Jerusalem, Ronaldo, Manchester United



Definition Pro/Con

ADefinition 1 (by commonality):
A Popsicle, is, frozenonly known in North America
A Lion is dangerous/cutedepends whom you ask
A Inclusion/exclusiomlecisionchallenging

ADefinition 2 (by knowledge type):
A Apple MacBook, Ford Model T
A Class/instance not trivial to separate
A USA borders Pacific Oceaaxcluded as instance knowledge

A Mitochondrig hasPart inner membrane& not common
knowledge

A Openended
A Seepart 5 (evaluation} use ranking



Definition: Merger

Knowledge
Shared by Class knowledge Instance knowledge
- Virtually Fire is hot /] Basic CSK
everyone
- Many Elephants have tusks /@orders padific Advanced CSK
- Some Mitochondria have

inner membrane Newton born inNoolsthorge

- Few




Examples o€SK

ATaxonomical
A ElephantjsA mammal

AProperties
A Elephant, lives in, Savanna

AParts
A ElephantshasPart trunk

AMeasures
A Adult elephant, weight, ~2..5 tons
A Elephant, lifespan, ~60 years

A Activities
A Seeing elephant, requires, go to zoo
A Go to zoosubeventbuy ticket
A Go to zootypicalDuration 2 hours



What we do not cover

ALexical knowledge
A2 2NR aSyasSasz aeyzyeyvyes X
A WordNet as prime exampléttps://wordnet.princeton.edu

ATaxonomic knowledge

A Good coverage in lexical projects
A WordNet,WebIsADB X

AEncyclopedic KBs

A Wikidata

A Structured sister project of Wikipedia, mostly focused on
instanceknowledge

A Knowledge on concepts slowly growing, though limited set of
useful predicates

A Recent a_nalg/sis: [Commonsense KnowledWikidata llievski
et al.,Arxiy 2020]

Ab9[[ =2 5. LISRAIFXE I DhX X
A Similarinstancefocus



https://wordnet.princeton.edu/

Why CKR? Amazing progress without

human-level performance on reading comprehension on
2018 e=—" gQuAD (Stanford QA dataset)

2017

super-hurman performance on speech recognition

2016 mm 00gle neural machine translation

_/ super-human performance on image captioning
2015 ==
super-hurman performance on object recognition

[FromYejinChoi, ACL 2020]



Giant panda Gibbon < - o st
Object - A horse standing in the grass.
Szegedy et al, Jabri et al, MaclLeod

Recognition 2014.... 2017 Captlonlng et al, 2017

How are you oo .... Nikola Tesla moved to
doing? — : | don't know. | Prague in 1880. ... Tadakatsu

L don't know. | moved to Chicago in 1881.
don't know. _ _
L 0 J Where did Tesla move in
— Open—ended 18807 Chicago

hs————
Jia et al,
QA I2017

Lietal,

Dialogue 2016 Generation goa':zgzﬁ';

Solving only a "dataset”
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[FromYejinChoi, ACL 2020] a



Importance of CSK

Reusableandscrutableasset for a range of Al tasks

A Reusable:
A CSK can be plugged into a range of tasks e.q., QA, dialogue, object
Nsozaypxgg 2y 2 ugSEu %/SQNJ u)\gzyzj X

A Contrasts with typical entb-end learning

A Scrutable

A Humans can inspect, add anemove content
A Relevant in applications where errors are costly
A Relevant in applications at risk of bias/discrimination
A Humans can inspect discrete statements used for reasoning
A Relevant for debugging complex downstream use cases
A Contrasts with endo-end learning angretrainedlanguage models



Knowledge representation challenges

AEncyclopedic KBs: Typically binary truth notion

A Trump, born in, NY
A House of Cards, producer, Netflix
A New York, mayor, Bloomberg, [262213]

ACSK: Generalizes across subjects
A Lions, have, manespercentage?

AFuzzy time notion
A Lions, drink, milke when?

ASpatial and cultural context
ALion, is, cute
A Elk,usedFartransport

13



KR- stateof the art

AEXxpressive proposals exist
A Modal, epistemic, episodic logic

A Instantiation hard
A Sparse realization in natural language
A Correct extraction nontrivial

AMost projects: | | | | |
Pragmatic choice of (subject, predicate, object) triples with
a single score

Lion, hunts, zebrg 0.73
Lion, drinks, milk 0.45

14



Triples and done?

A Still major design decisions left!
1. Fixed or open set of predicates
2. Subject range
3. Object range

AFixed vs. open predicates

A E.qg., ConceptNet: ~25 predicatesJapableQfequires,sA) vs.
Tu%IeKB ~1800 textual%hrasesm g § i

A Subjects: Strings or disambiguated term, Za :
A Lynx vs. lynx vs. lynx \\

A Granularity and modifiers
A Elephant, Foraging elephant? Newborn elephant?

A Obijects: Entities or open phrases?
A Politician,isCapableQfpromise that impossible things will happen

15
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Overview

AEarliest projecton CSKB construction wereanually
authored Cyc ConceptNex

AChallenges in scale
A Atomic: ~100k$ annotator expenses

AAutomated information extractioand KB construction
field with long history
AC20dza UNYRAGAZ2YIFfTteée 2y ONHRaL.
(cf. DBpedia YAGO, NELIDeepDive& X U

ACan we use automated IE and KBC for CSK?

18



@ Graham Neubig §
@gneubig

One commonly cited argument about the
difficulty of learning common-sense
reasoning is that "no-one writes down
common sense". A counter-argument is "well,
the web is big": instructables.com/id/How-To-
Open...

How to Open a Door
Step 1: Locate Desired Door

Step 2: Locate Door Handle or Knob

Step 3: Turn Knob or Handle and Pull or Push

19



Challenges of automated CSKB
construction

A Underspecified text semantics
Aa[ A2y a | G hlBdme/&lda¥ tims/ance/..?

A Reporting bias ) )
Aas2Yl yfzgaqg ¢ &Z Y ¢ 1.BVNE b.IMweldsearch results
AGLIAY 1 St SLIKIF Y éc6@M . 1OM WA 8earShfreSulti |-

A Sparse observations of quadratic+ space of possible statements
A Do computer programmers drink water?

A Noise and polysemy
A Pigs can flyidiom
A Lynx: Constellation, web browser, animal

20
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(Textual) information extraction

ATextual information extraction long attention KBBC/NLP

Aldea:Exploit patterns/commonalitiein natural language in
order to extract commonsense knowledge

A Lynx eat hares
A Elephants eat grass
A <s> eats <o> - pattern for (s, diet, 0)

AGeneric design points
1. Sources
2. Extraction method
3. Type of contextualization
4. Consolidation method

22



Design point X Source choices

Ad2 KSNB (2 SEGNI OG FTNRYKE
A Wikipedia Precision
A Books and other dedicated sources Coherence

A ARC scienceorpus
A Project Gutenberg
A Web search
A Forums
A Reddit
A Quora
A Yahoo Answers
A Search engine query logs
A Web crawls

A ClueWeb
A CommonCrawl

A X

Recall
Redundancy

23



Extraction sourceconsiderations

A(CS)KB projects stand and fall with source selection

APrecisionTopiespecific sources >andomweb
A Eventknowledgec Wikihow[HowToKBWWW 2017]

A(ziéjitg]ral knowledge Movie scriptdKnowlywood CIKM

Aggize(?ce knowledge Science textbooksenericskKBArxiv

AFrequency signals may be stronger from general web
dumps, butconsiderable noise

Alntermediate settingTargeted web seardTupleKB,
Ascent]

24



Design point Z Extraction method options

P

Adl 26 (G2 SEGNI O ¢

1. Manual patterndWebChild WSDM 2014]
A Hearst patterns etc.

2. CooccurrencgbDoQ, ACL 2019]
A2 AYR26X a4lYS aSyiaSyoSsz X
3. Open information extractiofiTupleKBQuasimodo,
Ascent]
A Any verb phrase

4. Relationspecificsupervised learning

25



Extractiomrmethod- considerations

APreferred method depends on desir&dowledge
representation
AE.g.,
A Few nonroverlappingelation A Cooccurrence

A ModeraterelationsA Supervised extractors
A Many relationsf, OpenlE

AHasimplications downstream

A Extractionconfidencegsupervised extractors) for
quantitative contextualization

A Textcontextfor qualitativecontextualization
AOpenlBwith many unspecific extractions

26



Design point § Contextualization
G2 KId R2 ¢S Fyy20ldS adalt

1. Observation frequencyebChild2.0,Do(Q
A Elephant, has, tusks, 155
A Elephant, has, tail, 84

2. Quantitative[0,1] truth labels TupleKBQuasimodo]
A Elephant, lives in, group, 0.87

3. Qualitative truth labels [Ascent]

A Elephant, lives in, groufemp: during wet season
A Subgroup Femaleelephant, lives in, group

27



Contextualization considerations

AFrequenciegrivial to interpret, butdo not qualify
degree of truth

AQuantitative truthlabelsnontrivial semantics

AQualitative label®asier to interpret, but harder to
compare

AExpressive proposafrom KR exist (e.g., modal logics)

A Actual implementation not easy
A Sparse realization in natural language
A Correct extraction nontrivial

28



Design point 4 Consolidation

elephant is capable of...

G2KIid_R2 6S R2 @gA0K NBR(Bamnyatunk

SEUNJ Ou A 2 y a Keg &) forget to go on the paper
&) lift logs from the ground
B) to lift the tree

A Similar statementsnay be seen several times B remember water sources

A Redundancy and contradictions may require

additional inference Cats, are, solitary

Lions, live in, groups

A Common consolidation methods @

1. KeepallDoQ
2. Frequency cutoff [Ascent]

A E.g., at least seen 5 times

3. Perstatement consolidationTupleKBQuasimodo] @
A Featurebased classification/ranking

4. Joint consolidation\ebChild Dice, Ascent]
A E.g.BER®asedclustering al E{! ¢Z X

Lions, are, cats

29



Consolidation considerations

ARedundancy challenge and blessing

AExploiting redundancgequiresstrongtext
similarityentallment modules

APrevious projectsften stuck toper-statement
consolidationdue tolack of strong
similarity/entailmentmodules

ARecent advances on pretrained Liyige hope for
joint consolidation(see e.g., Dice, Ascent)

30



Outline

09:00 IST |15 min | 1. Introductionto commonsense knowledg&imon)
2. Text extraction (Simon)
00:15 IST | 35min | ~Overview
- Recipe
- Casestudies
09:50 IST | 10min | Break
10:00 IST | 20min | 3. Multimodalknowledge(Niket)
10:20 IST | 30min | 4. Deep learnindpased techniquesNiket)
10:50 IST | 10min | Break
11:00 IST | 25min | 5. Evaluation of the acquired knowledg&p@arng
11:25 IST | 20 min | 6. Highlights, outlook and open issuégarng




Representativ@rojects

1. Webchild1.0 [Tandon et al., WSDM 2014]
ADisambiguated nouadjective pairs

2. QuasimoddRomero et al., CIKM 2019]
A Salient general triples

3. DoQIElazar et al., ACL 2019]
A Quantitative knowledge

4. Dice Chalieret al., AKBC 2020]

AMultifaceted quantitative contextualization and joint
consolidation



WebChild

AAmong the first largescale attempts at text
extraction

Ab ' YSR F2NJ 3SGadAy3a OKAf R
web

AFocus Linking nouns witplausible adjectives
ASource Google web search-gram corpus

AExtraction methodpatterns, ~20 copula verbs (be,
t 2212 F¥SStz2 Xvu

AContextualizationSingle numeric score
AConsolidation Jointly (label propagation on graph)

[Tandon et al., WSDM 2014] 33



Keyideasof WebChild

Volcanais hot.
Chiliis hot.
Popsingeris hot.

Textextraction needssemanticrefinement

1. Finegrainedrelationsfor commonsens&nowledge
hasAppearanceéhasTastehasTemperaturghasShape
evokesEmotiopX @ @

2. Sensalisambiguationof argumentsof knowledgetriples
(mappedto WordNef):
pop-singernt hasAppearancehot-a
chilkn! hasTastehot-a°
volcanen! hasTemperaturehot-at

34



Approach

Forrange and domain population

Extract a large list afoisycandidates.

Construct a weighted graph of ambiguous words and their senses.

Mark few seed nodes in the graph.

Use propagation concept: similar nodes (beautiful) (lovely) have similar |

Forcomputing assertion
Use the range and domain to prune search space of assertions (for a rele
Use propagation concept: similar nodes (car, sweet) (car, lovely) similar I



Graph construction per relation (eltasTastg

- Edge weight:

co-occurrence statistics (between word
distributional (between word, senses).

One graph peattr. (here,hasTasté¢

salsa

0.4

5),

0.3

sauce

36




WebChild: Examples

facen? triangularal lensn!, sphericaia?
leafnt taperedal palacen?, domedal

Sense disambiguatiorkeyboardn? ,

Top 10 ergonomic, foldable, sensitive, black, comfortable, compact, lightwei
adjectives comfy, pro, waterproof

Sense disambiguatiorkeyboardn? Rl [

Top 10 universal, magnetic, small, ornamental, decorative, solid, heavy, whi
adjectives light, cosmetic

37




Example projects

1. Webchild[Tandonet al., WSDM 2014]
ADisambiguated nouadjective pairs

2. Quasimodo[Romero et al., CIKM 2019]
A Salient general triples

3. DoQIElazar et al., ACL 2019]
A Quantitative knowledge

4. Dice Chalieret al., AKBC 2020]

AMultifaceted quantitative contextualization and joint
consolidation



Quasimodo

= Query Logs and QA Forums for
Salient Commonsense Definitions

AFocus orsalientknowledge (The Hunchback of Notre Dame)
A Human associations, curiosity

ASourceQuery logs and QA forum questions
AExtraction methodOpenlE
AContextualizationSupervised precision + IDF
AConsolidation Largely pestatement regression

[Romero et al., CIKM 2019], builds on
[TupleKB Mishra et al., TACL 2017] =9



Starting point:
Humans vs. automated IE

Manual constructions: Automated construction:
A Salient but few A Many but boring
[ConceptNel [TupleKB
elephant is capable of... Elephqnt
- require,ground
B carry a trunk - Inhabit, region
a remember water sources _ (95 more)

(6 more)

How to reconcile the two?



Salient knowledge: Utterance context

Key idea:Questions convey salient knowledge

AWhy do cats purr?
AWhy do Americans love guns?
AWhy are airplanes white?

a) So someone knows these!
b) That someone cares enough to ask!

41



Salient knowledge: Premier sources

AQA forums:
AReddit
AQuora
AYahoo answers
A Ask.com

ASearch engine query logs
ABing
AGoogle

42



Tapping search engine query logs

why do cats

why do cats purr

why do cats like boxes
why do cats meow

why do cats knead

why do cats sleep so much
why do cats hate water
why do cats like catnip
why do cats lick you

why do cats have whiskers

A Autocomplete gives only 10
suggestions/query
A Exhaustive suffix probing

AWhy do cats a

AWhy do cats b

Az Ké R2 OFda X
AWhy do cats aa

AWhy do cats ab

AX

43



Statement extraction

A Questionsd statementsA tuples using OpenlE

Why are lions hunting zebras?  [H@asform 5. | ions are hunting zebras

OpenlE (lions, are hunting, zebras)

Normalize > (lion, hunt, zebras)

i

Score (lion, hunt, zebras), 0.73



Anecdotal Examples

Practical human knowledge
Problems linked to a subject
Emotions linked to events
Human behaviors

Visual facts

Cultural knowledge (USA)

Comparative knowledge

(car, slip on, ice)

(pen, can, leak)
(divorce, can, hurt)
(ghost, scare, people)
(road, has_color, black)
(school, have, locker)

(light, faster than, sound)



Example projects

1. Webchild1.0 [Tandon et al., WSDM 2014]
ADisambiguated nouadjective pairs

2. QuasimoddRomero et al., CIKM 2019]
A Salient general triples

3. DoQ[Elazar et al., ACL 2019]
A Quantitative knowledge

4. Dice Chalieret al., AKBC 2020]

AMultifaceted quantitative contextualization and joint
consolidation



Distribution over quantitiedoQ

A Understanding numerical properties and the way
they relateto words.

Physical attributes

AFocus on items which can be measured objectively

[Elazar et al., ACL 201%]7



Distribution over quantitiedXoQ

O¢

Source Google search engine document index

Extraction schemelext window cabccurrence of subject,
guantity and dimension keyword

ContextualizationFrequency
Consolidationnone/distribution

O¢

O¢ O«

48



Example MeasuremenbDetection

N T h eébseeds can vary in weight from a

0.46 kg teacup poodle. . . ©

Detect numerical measurements using rules:
kg/kgs/kilogram -> Mass
Normalize (kg -> g)



Example CoOccurringpbjects

NThewse<-canvaryin from a
0.46 kg ... 0

\ T

460 gram

Detect objects of interest (Nouns, Adjectives and Verbs) using
a POS tagger.

ts_distribution['poodle']['mass'] += [460]
distribution['breeds']['mass'] += [460]



Example Aggregatindgleasurements
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Example projects

1. WebChildl.0 [Tandon et al., WSDM 2014]
ADisambiguated nouadjective pairs

2. QuasimoddRomero et al., CIKM 2019]
A Salient general triples

3. DoQIElazar et al., ACL 2019]
A Quantitative knowledge

4. Dice Chalieret al., AKBC 2020]

AMultifaceted quantitative contextualization and joint
consolidation



Dice

AA reasoning frameworffor contextualizingexisting
CSKBs by four numeric facets

APlausibility, typicality, remarkability, salience

ASource Any existing CSKB
AExtraction method-
AContextualizationFour numeric facets

AConsolidation Joint taxonomy and similariyased
reasoning

[Chalieret al., AKBC 2020]
53



A step back CSK semantics

Lions, attack, humans



A step back CSK semantics

The semantics we apply to tuples (and Wthh We ex- LV 286/ KAf ROA S
plain t 1 =
is true 17! EIDMUM,* SCOM:
ONE (NNERSAL SR o
SITUATION: || e coveRs Evervoness || 9TUATION:
r/C THERE ARE U:'£ CP‘SE_S YEH Hi THERE ARE ’
4 COMPETING 15 COMPETING {13 2™
STANDPRDS. STANDPRDS.
/r/Causes ﬁ -Odo]

Ll Ll
for "person” as A.

[ConceptNet]

captured via inverse

document frequency (IDF)

[Information theory 101]

55



Multi-faceted CSK: Dice

AEach statement (s, p) h&sur facets
1. Plausibility
2. Typicality
3. Remarkability
4. Salience

A Lions drink millc Plausible, not typical
A Lions eat meat Typical, not salient
A Lions attack humans Salient, not typical

A Downstreantasks left withall options

56



Generic soft constraints for CSK

1. Taxonomical relationgive dependencies
A Penguins not flying remarkable when most taxonomical siblings do fly
A Macaques eating bananas makes it likely that also sttaipd
macaques eat bananas
2. Similar statements reinforce each other
A Being able to swim correlates with being able to dive
A Lifting logs from the ground correlates with carrying trees

3. Facetof statementsnfluence each other
A Being salient requires being plausible
A Being remarkable and typical implies being salient

Canencode coherence
expectations! -

[ Can combat sparsity@




Dice: Joint reasoning framework

Concept-facets dependencies: V(s,p) € S X P

Typical(s, p) = Plausible(s, p)
Salient(s, p) = Plausible(s, p)
Typical(s, p) A Remarkable(s, p) = Salient(s, p)

Sibling dependencies: ¥(s1,p) € & X P, Vs, € siblings(s;)
Remarkable(s;, p) = —Remarkable(s2, p)
Typical(s, p) = —Remarkable(sz, p)

—Plausible(s, p) A Plausible(sz, p) = Remarkable(sz, p)

X  LJ -dhilydépendencies, similar statement reinforcement

A 17 kinds of softlependenciesn total
58



Dice: Implementation

Huge constraint system (weightedaxSAY

Howto bootstrapconstraint system?
A Taxonomy from Heardtased web extractionHertling&Paulhein2017]

A Prior scoregrom
A Precision/frequency scores in existing CSKBs,

A Text entailment models,
A Statement entropy w.r.tneighbourhood

How to ground it?
A Active domairper subject (+neighbors)
A Still ugeconstraint system
A Approximation vidaxonomybased slicing

59



Dice About Dialogues Browse full collection

subject: polar bear

Related concepts
Parents  bear, brown bear, mammal, wild animal, predator

Siblings  arctic fox, black bear, grizzly bear, panda bear, moose

Facts about 'polar bear'

Click on a property for more details on the statement. Click on a column header to use it as a sorting key.

Filter by Source:[ ConceptNet ][ Quasimodo ]

Property Score Plausible Typical Remarkable Salient Source
adapt in summer 0.83 0.19 0.54 0.15 0.15 Quasimodo
adapt to environment 0.83 0.52 0.38 0.93 0.76 Quasimodo
adapt to tundra 0.83 0.10 0.40 0.14 0.10 Quasimodo
be atin arctic 0.67 0.17 0.29 0.93 0.18 ConceptNet
be at risk 0.83 0.62 0.54 0.88 0.80 Quasimodo
be at zoo 0.75 0.10 0.03 0.39 0.37 ] ConceptMet
be found in arctic 0.91 0.34 0.44 0.51 0.32 Quasimodo
be important to canada 0.92 0.43 0.70 0.27 0.29 Quasimodo
be in danger 0.82 0.91 0.93 077 0.97 Quasimodeo
be under threat 0.83 0.83 0.80 0.85 0.95 Quasimodo
be used to snow 0.46 0.20 0.51 0.17 0.1 ConceptNet
be white 0.46 0.07 0.68 0.16 0.13 ConceptMet

https://dice.mptinf.mpg.de/subject/polatbear



Outline¢ Extracting an@ontextualizingcSK

Background
Recipe

Example projects
Takeaway

> w e



Summary

1. Sources
A Domainspecific selection pays off

2. Extraction method
A OpenlE vs. trained extractors

3. Contextualization
A Expressivityextractabilitytradeoff
A Quantitative vs. qualitative

4. Consolidation
A Advances in text similarity detection enable joint consolidation

State of the art

AAut_omtaticaIIy extracted CSK8smpetitive with manuallybuilt
projects
A Usually huge gains in recall, moderate loss in precision

62



Overviewg major projects
I e s s o
(#statements)

WebChild General Books Manual Single precision  Joint ILP 4.6 M
noun- patterns
adjective
pairs
TupleKB Science Targeted OpenlE Single precision  Supervised 0.3 M
triples web search per-statement
Quasimodo General User OpenlE Single precision  Supervised 4 M
triples guestions per-statement (v1.3)
DoQ Quantity Web crawls Co Frequency - (120 M)
triples occurrence
Dice General Existing - Four quantitative JointMaxSAT -
triples structured facets
CSKBs
Ascent General Targeted Facetbased Qualitative facets, Similarity 8.6 M
triples web search OpenlE subject clustering

constraints,
frequency



Outlook

AAdvance opre-trained LMssuggeshybrid extraction
schemes

A LMs carcontextualizeexistinguncontextualizedCSKBs with
plausibility scores

A Extractsalient knowledge directly frohMs

A Tail knowledge and qualitativeontextualizationso far not in
reach ofpretrainedLMs

A See next part

AContextualization and rankingf CSlstill open problem
A Frequency/confidence/plausibility/typicality/salience scores?
AWhat kind of qualitative facets?

A Opportunityfor WSDMcommunity

64
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Summary

Stat

Sources

* Domain-specific selection pays off
Extraction method
* OpenlE vs. trained extractors
Contextualization
* Expressivity-extractability tradeoff

* Quantitative vs. gualitative

Consolidation

* Advances in text similarity detection enable joint consolidation

e of the art

= Automatically extracted CSKBs competitive with manually-built
projects
* Usually huge gains in recall, moderate loss in precision

Overview — major projects
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Outlook

* Advance of pre-trained LMs suggest hybrid extraction
schemes
* LMs can contextualize existing uncontextualized CSKBs with
plausibility scores
* Extract salient knowledge directly from LMs

* Tail knowledge and qualitative contextualizations so far not in
reach of pretrained LMs

= See next part

* Contextualization of CSK still with gaps
* Plausibility vs. typicality vs, salience scores?
* What kind of qualitative facets?
* Opportunity for Al community
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Example projects

1. TupleKBMishra et al., TACL 2017]
AOpen science triples

2. Ascent[Nguyen et al., WWW 2021]

AQualitative contextualization and statef-the-art
extraction



TupleKB

AKnowledge abouscience topics

ASource Relevant websites via subjespecific
keyword queries (templatdased)

AExtraction methodOpenlE
AContextualizationSingle numeric score

AConsolidation Supervised regression per
statement

[Mishra et al., TACL 2017]
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