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Types and fad exdraction

In the interwar period, Einstein worked on the unified theory.
In Berlin, Einstein worked on the unified theory

time( workedOn (Einstein, Unifed theory), Inerwar period)
place( workedOn (Einstein, Uniied theory), Berlin)

After three years in Westmore  College, Mary moved © Eastess Academy.
After three years in Sotware Corp., Mary moved to Hardware Inc.

Atter three years in Corporate Finance, Mary moved to Cortroliing.

->sudiedAt ?workedFor ?fedOfWork  ?
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Det: NE Recognition & Classification

Named Entity Recognition and Classification (NERC) is the task of
(1) finding entity names in a corpus and (2) annotating each name

with a class out of a set of given classes.

(This is often called simply "Named Entity Recognition”.
We use "Named Entity Recognition and Classification” here to distinguish it from bare NER.)

classes={Person, Location, Organization}

‘I Arthur Dentfeats atMilliways)

Person Organization




Classes

NERC usually focuses the classes person, location, and organization.
But some also extract money, percent, phone number, job title,

artefact, brand, product, protein, drug, etc.

ENAMEX Manmade
i Religious Places
Pcrsu[;rllldividml Reads Highways
S Museum
Family name Theme parks Parks Garden:
Title o Monuments
Group Facilities
S Howpitals
Organization Institutes
Gm't_:rnm_cm Library
Public/private company "Hotel Restaurants Tod ges
Religions Plant/Lactories

Non-government
Political Party

Police Station/Fire Services
Public Comlort Stations

O Airports
Para military Ports
Charitable Bus-Stalions
Association Tocomaotives
GIPE (Geo-political Social Entity) Antifgets
\Aedia Implements
A Ammunition
Location Paintings
Place Sculptures
istric Cloths
gill-:.ﬂ{.«l ) Ciems & Stones
e Enterlainment
SIJ.[_JC Dance
Nation Music
Continent L‘J'mf'l“l'i-mﬂmﬂ
: - Sports
'1’}1‘] ﬁ_"h‘l’ Fwvents Lxhibitions Conferences
Water-bodies Cuisine's
Landscapes Animals

Celesual Bodies

Plants [Sobha Lalitha Devi]



NERC examples

Arthur Dent visits Milliways, a restaurant
located at End of the Universe Street 42.

l'm XML

{per>Arthur Dent</per> visits org>Milliways</org?, arestaurant
located at <loc>End of the Universe Street 42</loc>.

v in TSV

41 towel OTHER
1. OTHER TSV file of
42 Arthur PER
*sentence number
4?2 Dent PER
* token
42 visits OTHER
*class
42 Milliways ORG




Now do it here:

We have determined the crystal structure of
a triacylglycerol lipase from Pseudomonas
cepacia (Pet) in the absence of a bound
inhibitor using X-ray crystallography. The
structure shows the lipase to contain an
alpha/beta-hydrolase fold and a catalytic
triad comprising of residues Ser87, His286
and Asp264. The enzyme shares ...




NERC is not easy

*Organization vs. Location

England won the World Cup.
The World Cup took place in England.

* Company vs Artefact

shares in MTV
watching MTV

*Location vs. Organization
She took the bus from Saariand Unwersty
Saariand Unwersty has 25 Bachelor programs
*Ambiguity

May (month, person, or verb?), Washington, etc.

Diana Maynard: Named Entity Recognition
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Window

A token is a sequence of characters that forms a unit, such as

a word, a punctuation symbol, a number, etc.

A window of width § of a token t in a corpus is the sequence
of § tokens before ¢, the token ¢ itself, and § tokens after t.

“You know"

said Arthur “l really wish I'd listened to what my mother

told me when I was younqg.” — "Why, what did she tell you?”
"I don't know, I didn't listen.”

Window of width 6=3 ﬂroundﬂ

[*, you, know , “, said, Arthur, "

S

Position -1 Position @  Position +1
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Window

A token is a sequence of characters that forms a unit, such as

a word, a punctuation symbol, a number, etc.

A window of width § of a token t in a corpus is the sequence
of § tokens before ¢, the token t itself, and 4 tokens after .

“h’ou know

"lsaic|Arthur *I

really wish I'd listened to what my mother

told me when I was young.” — "Why, what did she tell you?”
"] don't know, I didn't listen.”

Window of width =3 around "“said":

[you, know , *, said, Arthur, *,

N

Position -1 Position @ Position +1
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Window

A token is a sequence of characters that forms a unit, such as

a word, a punctuation symbol, a number, etc.

A window of width § of a token ¢ in a corpus is the sequence

of § tokens before ¢, the token t itself, and § tokens after ¢.

"You

know" said

Arthur

"I really

wish I'd listened to what my mother

told me when I was young.” — "Why, what did she tell you?”
"I don't know, I didn't listen.”

Window of width =3 around "Arthur”:

[know

,", said, Arthur, *, I, really]

\

Position -1 Position @  Position +1
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NERC Feature

An NERC feature is a property of a token that could indicate
a certain NERC class for the main token of a window.

[know , ”, said, Arthur, *, 1, really]

ts stopword 6 06 © 0 01 1
matches [A-Z][a-z]+ 2 0 0 1 00 0
s punctuation B 1 0 ] 10 0
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Syntactic Features

* capitalized word

* all upper case word

* smnallcase word
*mixed letters/numbers
*number

* special symbol

* punctuation

*Regular expression

The Stanford NERC system uses string patterns:
Paris —> Xxxx
M2D&K —> X# X&X
+331234 —> +H## HAHH

Fenchurch
WSOGMM
planet
HGZ2G

42

G

o2l

[A-Z][a-z]+
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Dictionary Features

* cities

* countries

* titles

* COMmmMOon names

* airport codes

* words that identify a company
* COMMON NOUNS

* hard-coded words

Vassilian
UK

Dr.
Arthur
CDG

Inc, Corp, ...

car, president, ...

M2

... tf you have a dictionary.

The dictionary can be implemented, e.g, as a trie.

Michael Loster, Zhe Zuo, Felix Naumann, Oliver Maspfuhl, Dirk Thomas:

*Improving Company Recognition from Unstructured Text by using Dictionaries”

EDBT 201/

17



Def: POS

A Part-of-Speech (also: POS, POS-tag, word class, lexical class,
lexical category) is a set of words with the same grammatical role.

Alizée wrote a really great song by herself

Proper Name

Verb
Determiner
Adverb
Adjective
Noun
Preposition

Pronoun

18



POS Tag Features for NERC

DT
IN
J
NN
NNP
PRP
RB
SYM
VBZ

Determiner

Preposition or subordinating conjunction
Adjective

Noun, singular or mass

Proper noun, singular

Personal pronoun

Adverb

Symbol

Verb, 3rd person singular present

[Penn Treebank symbols]
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Morphological features

» word endings -ish, -ist, ...
* word contains an n-gram Par, arti, ris

Intuition: quite often, the morphology of the word
gives a hint about its type. Examples:
Dudweler , Landsweiler , Welesweiler  ->LOC
Cotramoxazole —> DRUG

20



Embedding features

A Eats, munches, devours, tasies have quie
related meanings”?

A (Prarained ) word embeddings can capture
similarty wthout requinng explict synonymy
listings like on \WordNet

A Word2vec
A Gbwe

A (BERT)
A NJ

seed English ~ GoogkeN


http://bionlp-www.utu.fi/wv_demo/
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Det: NERC by rules

NERC by rules uses rules of the form

Jio Ui i) fronfu =>

..where f....f.. are features and ¢ is a class.
fi,...f are the designated features.

If a window of tokens matches f....7.., we annotate the tokens
of the designated features with ¢.

‘in" [ ([A-Z]la-z]+) ] "City" => Location

She works 'ml:'Ltg each day.

¢

Location

23



Examples for NERC rules

I Designated features
Dictionary:Title "." [ CaplWord{2} ] => Person

T I T Features

[ CapWord (StreetlAvIRoad) ] => Location
"a pub in" [CapWord] => Location
"based in" [CapWord] => Location

"to the" Compass “of " [CaplWord] => Location

Features, their syntax, and their language are system dependent.

24



NERC examples from GATE

286  Entity Extraction: Rule-based Methods

Rule: TheGazOrganization

Priority: 50

J{ Matches “The <in list of company names=>"

{ {Part of speech = D'T" | Part of speech = RB} { DictionaryLookup = organization})
— Organization

Rule: LocOrganization

Priority: 50

/{ Matches “London Police”

({ DictionaryLookup = location | DictionaryLookup = country} {DictionaryLookup
= organization} {DictionaryLookup = organization}? ) — Organization

Fule: INOrgXandY

Priority: 200

/{ Matches “in Bradford & Bingley”, or “in Bradiord & Bingley Lid”

{( {Token string = “in"} )

({Part of speech = NNP}+ {Token string = “&"} {Orthography type =
upperlnitial} + {DictionaryLookup = organization end}? )J:orgName —+ Organiza-
tion=:orgName

Rule: OrgDept

Priority: 25

J{ Matches “Department of Pure Mathematics and Physics”

({Token.string = “Department™ } {Token.string = “of”} {Orthography type = up-
perlnitial}4+ {{Token.string = "and”} {Orthography type — upperlnitial}+)7 ) —
Organization

Surita Sarawogi: Information Ext

https://gate.ac.uk/
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Task: NERC patterns

Design NERC patterns that can find planets in
the following text. Describe each feature.

(Patterns should generalize beyond the nomes in this text.)

Lamuella is the nice planet where Arthur Dent lives.

Santraginus V is a planet with marble-sanded beaches.

Magrathea is an ancient planet in Nebula.
The fifty-armed Jatravartids live on Viltvodle VI.

Example:

[CapWord] “is a planet”

(this pattern does not work, it's here for inspiration)

26



Possible Solution: NERC patterns

* CapWord: A word that starts with a capital letter.
*"is”, "planet”: plain strings

*(thelalan): the words “the”, "a", or "an”

*Adj: an adjective (dictionary lookup)

[CapWord RomanNumeral]
* CaplWord: as above
«RomanNumeral: A roman numeral (I, II, V. X, ...)

27



Conflicting NERC rules

If two NERC rules match overlapping strings, we have to decide which
one 1o apply. Possible strategies:

» annotate only with the rule that has a longer match

*manually define order of precedence

28
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