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Announcements

• Results assignment 7 online
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The ideas behind this code :

1.  For sentences that have S-P-O format:

- Take the subject by dependency of "nsubj" or "nsubjpass" that have "head" as "verb".

- Use the token.head as the verb

- Put the remaining words on the object

2.  Passive sentences are identified by the structure of '-object- verb -agent- -subject-': (line 78-105)

i.e. Annualized interest rates on certain investments as reported by the Federal Reserve Board

- object : Annualized interest rates on certain investments

- verb   : reported

- agent  : by

- subject: the Federal Reserve Board

3.  For sentences that have "verb" conjunction: (line 107-109)

i.e. Large cross - border deals numbered 51 and totaled $ 17.1 billion in the second quarter , the firm 

added .

- subject of "totaled" is taken from the subject of conjuction "verb", in this case "numbered"

4.  For sentences that have subject and verb at last: (line 111-119)

i.e. Large cross - border deals numbered 51 and totaled $ 17.1 billion in the second quarter , the firm 

added .

- Find the whole family of "verb's child". In this case, "numbered" is the child of "added", 

so we extract anything that connected to "numbered".

The similar case also used to extract the subject (line 120-122).

5.  What does "find_full_subj(word)" do? (line 149-160)

This function give all the family of the given word and returning the ordered words by the index.

This is used in finding "complete subject" and "complete object" in 4th case.

Interesting findings :

1.  By only changing the "object" of baseline to the whole sentence after the "verb"

can give us 0.69 F1 score with: 0.92 precision and 0.54 recall

i.e. Large cross - border deals numbered 51 and totaled $ 17.1 billion in the second quarter , the firm 

added .

subject   : deals

predicate : numbered

object    : 51 and totaled $ 17.1 billion in the second quarter , the firm added . 
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Consolidation: Context

• Ambiguity at all stages of the pipeline

• Entity recognition, coreference, entity disambiguation, 

relation extraction, …

 All extractions are only probabilistically correct

• Solution: Redundancy

• Extract from large corpora like web

• Try to spot information multiple times

• Multiple sentences, documents, patterns

• Unlike e.g. a redundancy-free WP biography in isolation

• Solution or curse?

• Redundancy enables competitive and contradictory 

information
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Contradictory information

• 30x R(a, b)

• 25x R(a, c)

• 17x S(d, e)

• 17x S(e, f)

• 3x S(f, d)

• Contradictory?

• R = place of birth

• S = childOf

 Contradictions surface only with world knowledge

 Expert input or constraint/pattern mining needed
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MaxSAT for IE
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MaxSAT for IE
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Probabilistic Soft Logic

• MaxSAT computes THE most likely world

• Probability of individual statements to be true?

Via sum of probability of all worlds in which they are true

 Markov logic networks/Probabilistic soft logic

 Efficient approximations via Gibbs sampling

 Compute random worlds

 Update individual variables based on priors and state of other 

variables

 Repeat updating until convergence

 Sum up probabilities from samples with positive variable value

 Prominent system: DeepDive
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Google Knowledge Vault

• Four text-based extractors

• Text, HTML (DOM) trees, tables, manual RDF annotations

• Two predictive models

• ~Random walk-based, supervised matrix completion using 

MLP

 6 features per triple

 Supervised classification

• linear regression/boosted decision stumps

• Ignores interaction between tuples

• Prototypical for many IE systems

• E.g., Aristo TupleKB, Quasimodo
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Finding the most plausible world
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Where do we get 

these constraints from?
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Patterns
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Association rule mining
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Deduce

Deduce
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• minimality: There is no shorter rule with the same properties
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• minimality: There is no shorter rule with the same properties
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Matrix completion for IE
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Classical problem in recommender 

systems

• PCA, Matrix factorization, …

See e.g., Riedel et al., 

“Universal schema”



Knowledge graph embeddings
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Knowledge graph embeddings (2)

• For word embeddings a by-product

• Idea: Train embeddings to intentionally exhibit such features:
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Plethora of ML works: TransE, TransH, TransG, TransR, …
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Assignment 8

• Find patterns in Game of Thrones

• Data: Subset of infobox relations from 

https://gameofthrones.fandom.com (provided)

• Task:

• Evaluate rules of the form P(_,_), R(_,_)  S(_,_)

• 3 specific variable patterns

• For each form, find top 10 rules in terms of support

• Bonus

• All rules with two atoms in body (safe+connected)

• Rules w/ constants

• Other scores, e.g., PCA confidence
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https://gameofthrones.fandom.com/


Take home

• IE typically operates in settings of uncertainty and noise

• Redundancy is solution and challenge at same time

• Consolidation frameworks translate background knowledge, 

logical constraints, extraction candidates into 

logical/probabilistic frameworks

• Then optimize for global coherence

• Usually require some constraints

• MaxSAT as example approach

• Pattern discovery in extractions is useful for completion and 

consolidation

• Association rule mining as sample approach

96


